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Tenure, promotion, and salary decisions are influenced by student ratings of instructors (SRIs) (McKeachie, 

1979; Theall & Franklin, 1990; Yao, Weissinger & Grady, 2003). The literature addressing their validity, as a 

consequence, is voluminous (Marsh, 1987; Seldin, 1997; Silverman, 2001). From one institution of higher 

education to the next, however, the evaluation instruments take on different formats and address different 

aspects of teaching and teacher quality. And, from one institution to the next, the degree to which 

administrators incorporate this information into an overall judgment about teaching quality is often vague at 

best (Millman & Darling-Hammond, 1990; Scriven, 1995; Theall, Franklin & Ludlow, 1990; Wachtel, 1998). 
 
In general, little systematic or in-depth analysis is performed by instructors upon the SRI reports they 

receive. Many faculty, perhaps most, look first at their overall rating—what percent of their students marked 

them “excellent” or “poor”? After that they tend to ignore the rest of the report and proceed directly to the 

student narratives, if any are provided. 
 
Part of the lack of respect for SRIs has been attributed to a belief that students rate highly only those faculty 

who are easy graders and are personable—a “halo” effect (Alemoni, 1999). Another reason is that faculty 
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typically receive little guidance on how to systematically analyze, interpret, and act upon their evaluations. 

For example, a typical institutional report compares an individual’s ratings to an aggregated result—such as 

the combined undergraduate or graduate school results. This type of comparison, however, is often rejected 

by faculty as too confusing, confounding, irrelevant, and inappropriate. Furthermore, faculty are skeptical 

about SRIs since analyses of university-wide SRIs are often contradictory and ambiguous in terms of the 

extent to which teaching evaluations by students serve any useful function (Aleamoni, 1999; Wachtel, 1998). 
 
Another common problem with using SRIs to assess teaching quality is that it is common practice to review 

the ratings in a relatively narrow time frame. For example, annual reviews typically consider just the two 

semesters in a given academic year. While this approach has some merit in terms of evaluating how students 

felt about an instructor’s class during that period, it ignores the trajectory and pattern of evaluations for that 

instructor over the course of contiguous years. This means that significant contextual information about an 

individual is missing when teaching reviews ignore past performance and circumstances. 
 
Frustration with these various problems provoked a line of research that focuses on the individual instructor. 

This research has established that a single-subject longitudinal analysis of course evaluations can be effective in 

revealing how different types of course related, instructor specific, and administrative operational variables are 

related to an instructor’s ratings (Ludlow, 1996; Ludlow & Alvarez-Salvat, 2001; Ludlow, 2002). The emphasis 

is on an instructor’s teaching over time and it is in direct contrast to administrative snap-shot comparisons 

that offer little evidence and understanding of factors that contribute to systematic growth, maintenance, or 

deterioration in teaching. A key characteristic of this approach is that the analysis of one’s SRIs is intended to 

inform and guide individuals—regardless of what the administration’s aggregated summaries may suggest. 
 
This paper presents a strategy for systematically analyzing one's student ratings of instruction. This strategy 

includes the types of questions and statistical tools appropriate for a single-subject design. In addition, the 

paper illustrates practical insights that may be extracted from one’s longitudinal record of teaching. The 

purpose of this paper and line of research is, therefore, to make the analysis and interpretation of course 

evaluation summaries more useful and valuable through an analytic approach that can be implemented by any 

instructor. 
 
DATA 
 
The data file consists of 99 separate records summarizing the course evaluations received by one instructor for 

all classes taught from fall 1984 through fall 2003. The data were extracted from the end-of-semester SRI 

summaries compiled by the university. The specific course evaluation questions are fairly typical of those used 

by many institutions. For example, they asked students about their perceived need to attend class, the extent 

to which principles and concepts were understood, instructor promptness returning assignments, instructor 

enthusiasm, and instructor subject matter knowledge. The evaluation questions remained the same across the 

20 years covered by this dataset. 
 
The file is updated each fall with the SRI ratings from the previous fall, spring, and summer classes. Although 

the specific courses are largely irrelevant for the purposes of this paper, they range from entry-level freshman 

“Child Development” to a capstone third-year doctoral “Seminar in Statistical Methods.” Most of the 

evaluations are for graduate courses in applied statistics. The data file consists of four relatively distinct 

categories of variables for each class taught: (a) administrative characteristics (e.g. year taught, class size, course 

code, level of students), (b) student-level perceptions (e.g. percent of time spent on the course, extent to which 

they acquired factual information), (c) instructor-specific variables (e.g. tenure status and marital status at the 

time the class was taught), and (d) overall evaluation ratings (percent who marked excellent, very good, good, 

acceptable, or poor). There are a total of 27 variables associated with each class. Overall, the dataset 

summarizes the evaluations submitted by 2174 students. 
 
Ideally, one’s institution provides the SRIs in an electronic format that is easily imported into a spreadsheet 
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(EXCEL) or a statistical package (SPSS). In the event that SRI results are only returned in hardcopy, it is 

relatively simple to build a data file through hand-entering the results. In such a file each row of data 

corresponds to a separate class. Each column corresponds to a different aspect of the SRI summary results. An 

example of this type of file is illustrated in Ludlow (2002). 
 
Once the file is created it is simple to add new information over time. This includes adding records for 

successive classes but it also includes adding new variables. For example, an indicator variable was added when 

the instructor was appointed department chair. This opportunity to add variables retrospectively makes it 

possible to test hypotheses about a wide variety of potentially influential variables, e.g. tenure, rank, or 

marital status at the time the class was taught. 
 
ANALYSIS 
 
One of the first things many faculty are interested in is: “What do my ratings look like over time?” Figure 1 

shows the percent of students in each class who rated this instructor “excellent.” Other outcomes such as the 

percent choosing “excellent + very good” could have been plotted but this particular instructor’s interests are 

only on the variables that are useful in understanding the highest rating possible. The center dashed line is the 

regression line resulting from regressing “percent excellent ratings” on “year taught”. It shows the predicted 

excellence rating for each class taught in any given year. Although the ratings show a positive upward trend 

over time across all classes, the graph does not differentiate the types of classes, e.g. undergraduate versus 

graduate. 

  

Figure 1. How do the ratings look across all classes and 20 years? 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

The other two dashed lines represent the 95% confidence interval around the regression line—the region 

within which most of the class ratings should lie (given this particular simple statistical model). There are four 

points corresponding to four classes that fall above the upper confidence interval. Those classes received 

excellence ratings that were much higher than expected. The class identifier reveals that three of these high 

ratings occurred the first time that particular course was taught by this instructor (indicated by the “.01” 

designation). 
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This is an interesting finding because faculty often believe that the first time they teach a course they work 

harder to get it “right” than for subsequent offerings. Hence, they believe ratings tend to be lower for first-

time classes. Of course, if we wanted to know how the initial rating for a given course, say 669, compared to 

all other offerings of 669, we could easily generate a graph for just those classes. In fact, it can be very useful to 

plot the ratings over time for a single course that has been taught many times. 
 
This is a useful graph for one’s tenure and promotion portfolio. It is also useful when negotiating work area 

priorities and load considerations for the coming year and for documenting unexpectedly high ratings in the 

past year. 

 

Continuing with this theme, what do the ratings look like for the different types of courses? Figure 2 plots the 

percent of excellence ratings for each class against the institutional course code assigned to that class. This 

analysis uses the course code as a proxy variable for the level of complexity of the material and sophistication 

of the student. The column of low ratings in the left region of the plot corresponds to courses 030 and 031—

freshman child development courses taught early in the instructor’s career. The next vertical column of 

slightly higher ratings corresponds to 216—undergraduate research methods. The next ratings correspond to 

460, 468 and 469, required graduate research methods, introductory and intermediate statistics, respectively. 

The scale of this graph obscures the fact that the 460 ratings tend to be much higher than the 468 (which tend 

to be the lowest) and the 469 ratings. The differences in these three courses become evident when they are 

extracted and plotted in a separate analysis (not shown).

Figure 2. Do ratings differ by the type of course taught?  
 

 

 

 

 

 

 

 

 

 

 

The vertical column containing the highest ratings corresponds to doctoral specialty courses (667, 668, 

669—general linear models, multivariate statistics, psychometrics). The last column corresponds to a 

relatively non-technical seminar. Overall, there is a general upward trend in ratings as the course code 

increases—undergraduate courses have lower ratings than graduate courses, required statistics courses have 

lower ratings than the specialty courses. 
 
This is an extremely useful type of analysis because it shows that ratings differ for the type and level of course 

taught. In particular, if an administrator must compare an individual’s ratings against some aggregate, let the 
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summary be constructed from similar relevant courses and students. Furthermore, two classes stand out as 

because of their unexpectedly high ratings: #87 is a research methods course (460.11), and #35 is a multivariate 

statistics course (668.01). It is a significant analytic point that these two classes will be identified as outliers in 

many of the following analyses. 
 
One of the variables that faculty typically think has a negative effect on ratings is the size of the class. We 

generally think that we do better in small classes and, hence, receive better ratings than when we teach large 

classes. Figure 3 tests this hypothesis by plotting the excellence ratings by class size. There is a clear, 

unmistakable negative relationship between the ratings and class size—as enrollment increases, the ratings 

tend to drop. Statistically, for each additional student added to a class there is a decrease of about 1% in the 

excellence ratings. 

 

Figure 3. Is there a relationship between class size and ratings? 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

There are three classes with unexpectedly high ratings. The 668.01 class was described earlier. The 460.11 class 

was recently taught (for the 11
th

 time) and its most striking characteristic was that it had an enrollment cap of 

20 students in contrast to all previous classes which had had a cap of 30—all of which had lower ratings than 

this class. The particularly unusual class with the highest enrollment and relatively high rating is 468.01—this 

was the first time introductory statistics was taught by this instructor, it attracted a crowd of curious 

students, and its curriculum and format differently substantially from the way it had previously been taught 

(it changed from equation-based lectures to lectures followed by applications and statistical software 

instruction). This particular graph showing the relationship between class size and ratings has been used in 

numerous annual reviews to support arguments for reducing class sizes. 
 
This instructor was appointed department chair in fall 2000. He quickly discovered that his new 

administrative duties were interfering with his class preparation, holding of office hours, and critiquing of 

assignments. He thought these problems might be reflected in his ratings. 
 
Figure 4 shows the same ratings presented in Figure 1 but now the two periods of pre-chair and chair status 

are represented. It is apparent that the ratings in the two different periods reflect different trends. Although 

the overall trend seen in Figure 1 is positive, the ratings during the period as chair are dropping.
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Figure 4. Is there a relationship between the ratings and administrative status? 

 

 

 

 

 

 

 

 

 

 

This type of event history graph is helpful when trying to understand the effects that critical experiences may 

have had, or are currently having, upon one’s teaching effectiveness. Is there a drop in ratings from pre to post 

tenure? Is there a rise in ratings after a sabbatical or medical leave? Do ratings reflect personal changes such as 

marital status? By their very nature these types of self-reflective questions and analyses are unique for each 

individual. 
 
These first four analyses looked at the relationship between the ratings and different types of administrative 

and structural variables. To a great extent these variables are not directly under the instructor’s control. 

Although it is important and useful to understand how such variables are related to one’s teaching practice as 

reflected in the ratings, faculty generally want to understand how their ratings reflect actual classroom practice 

and student experiences. For example, given that students often bring various forms of anxiety, even fear, into 

statistics courses, is there a relationship between how statistics is taught and the ratings or are the ratings 

simply overwhelmingly negative regardless of what the instructor does? The next three analyses illustrate how 

these questions may be investigated. 
 
Positive educational effects that may be attributed to deliberate pedagogical change are often hard to detect and 

document. One way of detecting such an effect is illustrated in Figure 5. This instructor felt he was not 

adequately meeting the needs of students in his required graduate introduction to research methods course. 

The material was taught in a traditional lecture format that was boring him and apparently the students—as 

reflected by their low ratings. In 1997 (indicated by the vertical line) he changed the format to part lecture and 

part small-group interaction. The books, handouts, examples, and assignments essentially stayed the same. The 

primary change was a period of time during each class session that required students to interact with one 

another on practical exercises. The instructor wandered from group to group and served as a facilitator aiding 

and guiding their discussions. 
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Figure 5. What effect does a change in teaching practice produce? 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The effect of this relatively simple change is shown by the direction of the ratings before and after the 

change—the slope of the ratings quickly changed from negative to positive. In fact, this course is now one of 

the instructor’s favorites. This particular analysis recently convinced the instructor to add small-group 

interactions and in-class exercises to his specialty classes. This type of analysis may be a useful tool as faculty 

debate the various pros and cons associated with moving from traditional chalk-and-talk formats to the various 

evolving point-and-click technology based formats. 
 
Statistics faculty, like all faculty, must make choices about how a given topic is presented in class. For example, 

are equations presented as mathematical expressions to be memorized, is the emphasis placed on how to run 

and interpret statistical software, is the emphasis placed on linking the techniques in such a way that they are 

understood as logical ways to ask and answer increasingly sophisticated questions about one’s data? The 

instructor’s approach will influence which instructional questions on the evaluations are considered more 

relevant than others. 
 

Figure 6 shows the percent excellent ratings plotted against the percent of students who strongly agreed that 

they understood principles and concepts. Note the extreme contrast between the 600-level courses (specialized 

statistics) with high principles and concepts ratings and the 30-level courses (child development) with low 

principles and concepts ratings. Given the analyses up to this point it is possible to state that excellence ratings 

increased over time, tended to occur in smaller classes in specialty courses, and were strongly related to the 

extent to which principles and concepts were emphasized and understood—not just whether factual 

information was presented (a different evaluation question). 
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Figure 6. What factors are controllable and how might they affect the ratings? 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Faculty are often curious about the extent to which the workload required of students has an impact on the 

SRIs. While some faculty may believe that a heavy workload is desirable regardless of what the student thinks, 

others wonder if there is a negative relationship between the workload and ratings. Figure 7 show the ratings 

plotted against the percent of students who stated that they spent “much more” time on the present class than 

other classes that semester. Unlike theprevious graphs, when this graph was first constructed it was 

immediately apparent that a simple linear trend was an inadequate representation of the relationship between 

these two variables. After a few exploratory attempts to find the best fitting line to these points, it was decided 

that this cubic relationship not only fit well but revealed a substantively interesting and useful pattern. 

Figure 7. Is there a relationship between ratings and perceived workload? 

 

 

 

 

 
 

 

  



9 
 

There are four distinct clusters of courses in this graph. There are child development courses (30, 31) with 

trivial amounts of time commitments and the lowest excellence ratings. These were taught when the 

instructor first started teaching—and these were courses outside his training. There are the research 

methods classes (460) with slightly higher time requirements and some of the highest excellence ratings. 

These consist of frequent small-group interactions (as seen in Figure 5), are taught in the summer, and do 

not require extensive take-home assignments. There is a cluster of required statistics courses (468, 469) 

with a heavy time commitment and very low excellence ratings. These also define the mid-range cluster of 

points in Figure 6—students in these courses did not tend to strongly agree that they understood 

principles and concepts. Finally, there are the higher level specialty statistics courses (664, 667, 668, 669) 

with heavy time commitments and high excellence ratings. These courses tend to be the ones with small 

class sizes in Figure 3 and the ones in Figure 6 with the highest ratings on understanding principles and 

concepts. Apparently, heavy workloads and time commitments are valued by students if they understand 

why they are doing the work. 
 
One of the key features of these graphs is that they show direction and magnitude of relationships, 

patterns over time, clusters of similar classes, and individual instances of surprising ratings. It is 

occasionally useful, however, to compute the simple correlations between pairs of variables. Table 1 

contains a number of interesting relationships. This table suggests that higher ratings are related to (a) the 

extent to which students understood principles and concepts, (b) the extent to which students acquired 

factual information, (c) the extent to which the instructor was available outside of class, and (d) smaller 

classes. It is particularly interesting to see the relationship between class size and these other variables. 

The extent to which students understood principles and concepts, acquired factual information, and felt 

the instructor was available were all negatively correlated with class size. The larger classes not only had a 

negative relationship to the instructor’s ratings, they had a negative relationship to the educational 

experience as perceived by the students. 

Table 1: Pearson Correlations 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

It is possible to take the analysis of these particular variables one step further by considering how these 

variables might be used to predict specific course ratings. Table 2, for example, contains the results of a 

multiple regression using principles and concepts, factual information, availability outside the classroom, 

and class size as predictors of percent excellent ratings. The overall solution is statistically significant 

(R
2

adjusted = .725, p<.001). Of greater interest, however, are the results for the individual predictors. Note 

that in this multiple regression (where the correlation between the predictor variables now is taken into 
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account in estimating the effect that an individual variable has upon the outcome), the relationship 

between factual  

information and class size with the excellent ratings is no longer statistically significant. This is because 

factual information was highly correlated with principles and concepts and class size was highly correlated 

with all three other predictors—hence factual information and class size accounted for no statistically 

significant unique variance. 

Table 2. A model for predicting excellent ratings 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

If we were to use this solution to predict the excellence rating for the next class taught the equation 

would look like: 
 

Predicted excellent rating = -17.8 +  
.73*(percent who strongly agreed they understood principles and concepts) +  
.196*(percent who strongly agreed the instructor was available outside class). 

 
Although this particular regression solution is relatively arbitrary it does illustrate that it is possible to 

predict future class ratings based on past performance. More fully developed examples of this opportunity 

to predict ratings are presented in Ludlow (2002). Finally, the two classes that were not well fit by this 

solution were “Case Number” 35 (class 688.01 the multivariate class) and 87 (class 460.11 the research 

methods class). 
 
The statistical point here is that a variety of relatively simple techniques have yielded consistent 

information that these two classes in particular were unusual. The pedagogical point of this exercise is 



11 
 

that concentrating on making sure that principles and concepts are well understood by the students and 

making himself available outside the class are two variables that are directly under the instructor’s 

control. 
 
Of course, these statistical results are dependent on the specific variables chosen to construct the 

regression model where the model of choice would ideally be based on some theoretically grounded 

rationale—simply employing a stepwise regression is not a sound strategy for this type of investigation 

(Ludlow, 2002). 

DISCUSSION 
 
This paper presented a methodology for analyzing student ratings of instructors as a function of 

various student-level, instructor-specific, and administrative variables. The significance of this approach 

is that it enables an evaluation of an instructor in a longitudinal context, as opposed to a single year’s 

snapshot of performance. This approach can yield valuable insight into the dynamics that may be 

operating within the professional career of an instructor. 
 
Through the approach described in this paper, it has been possible to detect variables that influence one’s 

teaching quality and effectiveness. For example, different statistics faculty have stated that they now: a) 

stress principles and concepts (instead of tedious calculations), b) form small-groups to facilitate 

interactions that reveal areas of confusion (instead of constant lecturing), c) incorporate real-world 

examples in all statistical applications (instead of artificial textbook examples), d) encourage email 

communications and hallway interactions outside the classroom (instead of sending everyone to the 

assistant), e) try to balance coursework between detailed thoroughness and unnecessary burden (instead of 

expecting every lecture point to be reflected in the assignments), and f) acknowledge to students when 

personal variables outside the classroom may affect day-to-day teaching effectiveness (instead of 

perpetuating the ivory-tower myth). These modifications were all prompted by patterns found through 

this approach to analyzing course evaluations. 
 
In addition, this research has helped others prepare their teaching portfolio for promotion and tenure, 

and annual review considerations. Workshops, for example, have been conducted to show faculty that it 

is possible to extract useful, and sometimes unexpected, information from their course evaluations. These 

sessions have shown how to: a) extract meaningful data from their evaluation results, b) create an 

individualized database, and c) statistically analyze the ratings as a function of a variety of relevant 

professional variables. 
 
The general workshop starts with a review of the course evaluation literature followed by examples of 

statistical analyses of course evaluations. The fundamental characteristics of the SPSS statistical package 

system are then explained. Next they are shown how to build a data file and how to run SPSS graphing 

and statistical analysis procedures. This step is extremely useful because it provides them with a simple set 

of tools for understanding and evaluating their SRIs in terms of their own unique situations. 
 
The statistical methods employed in this paper are not restricted to the specifics of this particular study—

they are generalizable in the sense that they may be appropriate for any other set of longitudinal SRI data. 

In particular this research is intended to more fully empower faculty in the analysis and interpretation of 

their own course evaluations. For example, one of the secondary consequences of this work has been that 

some faculty, who previously felt threatened by statistical questions and analyses, now feel sufficiently 

confident and competent to attempt creative analyses on their own. Ultimately, this type of longitudinal, 

single-subject research should contribute to a wider theory about how course evaluations may be 

effectively utilized to understand and improve teaching. 
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Вопросы к статье 

Выберите среди предложенных ответов свой единственный и заштрихуйте соответствующий 

ему овал в бланке ответов на пересечении номера вопроса и номера ответа. 

1. В чем, по мнению авторов статьи, заключается один из недостатков использования 

студенческих рейтингов преподавателей для оценки эффективности их работы?  

1) В том, что не существует общего руководства по обработке и интерпретации студенческих 

рейтингов преподавателей.  

2) В том, что преподаватели, которые ведут маленькое число курсов, автоматически проигрывают 

тем, кто преподает большему количеству студентов.  

3) В том, что невозможно сравнить рейтинги одного и того же преподавателя за разные годы, 

так как число студентов все время меняется.  

4) В том, что студенческий рейтинг преподавателя существенно отличается от перекрестных 

оценок, которые преподаватели ставят друг другу.  
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2. Какие данные используются в статье?  

1) Студенческие рейтинги нескольких преподавателей за период с 1984 по 2003 годы.  

2) Студенческие рейтинги нескольких преподавателей за 1984 и 2003 годы.  

3) Студенческие рейтинги одного преподавателя за период с 1984 по 2003 годы  

4) Студенческие рейтинги одного преподавателя за 1984 и 2003 годы.  

3. Сколько категорий переменных использовалось в исследовании?  

1) 1  

2) 2  

3) 3  

4) 4  

4. Что обозначает средняя пунктирная линия на графике 1?  

1) Корреляцию процента рейтинга «отлично» и года, на котором читался курс.  

2) Средний процент рейтинга «отлично», в зависимости от года, на котором читался курс.  

3) Регрессионную линию, показывающую зависимость процента рейтинга «отлично» от года, на 

котором читался курс.  

4) Линия не несет смысловой нагрузки, и прочерчена для облегчения восприятия смысла 

графика.  

5. Опираясь на коэффициенты, приведенные в таблице 4, можно сделать вывод, что:  

1) Чем меньше размер студенческой группы, тем выше уровень понимания студентами 

основных принципов / компонентов курса.  

2) Чем больше размер студенческой группы, тем ниже оценивается доступность преподавателя 

за пределами аудитории.  

3) Чем меньше размер студенческой группы, тем выше студенты оценивают свои фактические 

знания по предмету.  

4) Все ответы верны.  

6. В чем авторы видят значимость своей работы?  

1) В том, что многим преподавателям удалось изменить свое взаимодействие со студентами 

после того, как было проведено описанное исследование.  

2) В том, что им удалось разработать методологию анализа студенческого рейтинга  

3) В том, что они показали недостоверность студенческих рейтингов как меры 

эффективности работы преподавателей. 

Дайте развернутый ответ: 

7. Приведите, пожалуйста, как минимум два объяснения, почему в небольших студенческих 

группах студенты выше оценивают внеаудиторное общение с преподавателем.  

8. Если бы вы слушали доклад по этому исследованию, какие вопросы вы задали бы авторам?  

9. Проинтерпретируйте, пожалуйста, результаты одной регрессионной модели на ваш выбор.  

10. Сформулируйте своими словами, в чем вы видите цель описанного исследования? Свой ответ 

обоснуйте примерами из текста.  

2. Прочтите краткое описание каждого из исследований и дайте аргументированные ответы на 

приведенные ниже вопросы. 

Тезисы 1. «Практикум по консультированию» 
During their formal training in their master's program, prospective school counselors are exposed to 

research articles, theory, and role models. It is not unlikely that during this period, students develop an initial 
set of thoughts concerning ideal counselor characteristics. Near the end of the graduate program, however, 
students are often placed, through a practicum course, into a field setting so the counselor-trainees can put 
into practice the things that have been learned and, of course, learn some new things. As a result of this field-
based experience, one might ask whether there is a change in the perception of the desirable characteristics 
associated with a competent counselor's role and responsibilities. 

 
In an attempt to answer this question, a pair of researchers recently conducted a study at 

Northwestern Illinois State College. The subjects in this investigation were 36 graduate students in guidance 
and counseling, all of whom had completed 30 credit hours of required courses and were enrolled in the 
practicum experience. This eight-week experience involved four half-days a week in a public school, with 
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supervision provided by local school personnel and the college faculty. Besides conducting individual and 
group counseling sessions, the practicum students also performed a variety of typical guidance activities. 

 
At the beginning and end of the eight-week practicum experience, each of the 36 subjects was 

administered the Occupational Characteristics Index (OCI). This instrument provides 12 scores, each 
associated with a trait that workers might have to varying degrees (for example, organizational realist, leader, 
innovator). On each administration of the OCI, the practicum students were asked to indicate the ideal 
characteristics that they believed a counselor should possess. For each of the 12 traits, prepracticum and 
postpracticum means were computed and compared statistically. 

 
The results of the data analysis indicated that the 36 practicum students, on the average, changed 

from pretest to post-test with respect to 11 of the 12 OCI scales. At the end of the practicum experience, the 
students believed that five of the traits were more important than they had thought prior to their eight-week 
field experience; however, for six other traits there was a feeling after the practicum that these traits were 
less important. Hence, there appeared to be substantial evidence that the practicum students had changed 
their perception of what an ideal counselor was like. 

 
The researchers clearly attributed this change to the field-based practicum experience that had taken 

place during the eight weeks between the pretest and post-test. For example, near the end of the formal report 
of this study, the investigators state that "on-the-job experience did provide a statistically significant change 
in their perception of the ideal counselor characteristics" (Langley and Gehrman, p. 79). 

 

Вопросы: 

1. Согласны ли Вы с тем, что проведѐ нное исследование доказывает эффективность практикума? 

Аргументируйте свой ответ. 

2. Какие альтернативные объяснения полученным результатам (изменения в восприятии личностных 

черт студентами) Вы можете предложить?  

 

Тезисы 2. «Группы для родителей» 

Since we have young children who are occasionally less than perfect in their behavior, we are 

naturally attracted to studies that deal with behavior problems in children. Groups for Parents is a packaged 

method that offers parents both a support group of other parents and didactic information on an integrated 

humanistic behavior modification approach. The authors of "Groups for Parents" (along with a few others) 

published a study evaluating the effectiveness of their approach in "improving both general child behaviors 

[and] individually targeted ones." They also reported success in increasing the parents' rates of positive 

reinforcement along with the rates of compliance in their children. 

The method of evaluation was quite simple. Thirteen groups of parents (a total of 277) met once a 

week for two and one-half hours over an eight week period. About one-half of the parents had been referred 

by various community agencies; the rest had heard about the program from friends or other informed 

sources. The pre- and post-test measures used included a problem behavior checklist, positive reinforcement 

rates (measured by the parents), compliance rates (also measured by the parents), and client satisfaction (self-

report). Approximately two-thirds (180) of those enrolled completed the entire eight-week course. 
 
The data analyses were equally straightforward, consisting of analyses of the differences between 

pre- and post-test means. Significant results that concern us were reported on the problem behavior checklist, 
reinforcement rates, and compliance rates. In addition, a very high rate of client satisfaction at the end of the 
study was reported. 

 
Вопросы: 

3. Можно ли на основе полученных данных считать тренинг для родителей эффективным? 

Аргументируйте свой ответ. 

4. Какие альтернативные объяснения полученным результатам Вы можете предложить?  

5. Есть ли общие методологические проблемы у исследований, приведѐнных в тезисах 1 и 2? Если 

да, то как следовало бы провести эти исследования, чтобы преодолеть эти недостатки?  

 

 

МЕТОДИЧЕСКИЕ РЕКОМЕНДАЦИИ 

Олимпиадные задания представляют собой серию из 15 вопросов, направленных на оценку 

уровня понимания англоязычных научных публикаций, знания элементарной статистики, 

умения работать с таблицами и графиками, и способности критически осмысливать 
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отчеты об исследованиях. Статьи подобраны так, что для понимания сути проведенного 

исследования, от читателя не требуется каких-либо специальных познаний: вся необходимая 

информация по предметному знанию присутствует в тексте самих статей. С другой стороны, статьи 

включают все ключевые элементы количественных исследований в психологии и образовании: 

постановку проблемы; исследовательский вопрос; описание методов исследования и анализа; 

базовую статистическую информацию, интерпретацию результатов. Умение ориентироваться в 

этих компонентах является критически важными для обучения на магистерской программе 

«Измерения в психологии и образовании», и именно эти умения и проверяются в ходе 

олимпиадных испытаний.  

Оценивается полнота и правильность ответов на все задания, максимально возможное 

количество баллов - 100.  

Все ответы необходимо писать на русском языке. 
 

Задания состоит из двух частей. 

1. Работа с оригинальной статьей, описывающей эмпирическое исследование в области 

психологии или образования 
Вниманию участника предлагается статья на английском языке. Эту статью следует 

прочитать, понять ее структуру и основные идеи. 

Число вопросов – 10. 

Форма заданий – задания с выбором ответа; открытые задания. 

Задания касаются понимания логики эмпирического исследования; работы с информацией, 

предъявленной в разной форме (сплошной текст, таблицы, графики); умения найти необходимую 

информацию в научном тексте; умению критически отнестись к полученной информации; 

способность предложить альтернативные объяснения полученных результатов. Задания не требуют 

вычислений и использования калькулятора. 

Проверяемые знания являются существенной частью будущей деятельности 

выпускников в области измерения и оценки в образовании и психологии. Кроме того, уровень 

этих знаний на старте обучения в магистратуре по этому направлению может существенно 

облегчить для студента дальнейшее изучение основных курсов программы. 

2. Работа с тезисами эмпирических исследований 
Число заданий – 5. 
Форма заданий – открытые вопросы. 
Задания проверяют понимание исследовательской идеи и логики доказательства, 

умение выстраивать альтернативные объяснения полученных результатов; способность излагать 

свои мысли в структурированной и логически обоснованной манере. 
От участника не требуется глубоких знаний в каком-либо специальном разделе социальных 

наук, или математики. Содержательная сторона задач этой части ограничена общими 

сведениями в методах проведения  исследований в социальных науках: качественного и 

количественного подходов к эмпирическому исследованию, корреляционного и 

экспериментального подходов к исследованию, способам опровержения гипотез, различных 

эффектов, приводящим к артефактам в результатах. Эти умения - абсолютно необходимый 

элемент для успешной работы в области измерений и оценки. 
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