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Tenure, promotion, and salary decisions are influenced by student ratings of instructors (SRIs) (McKeachie,
1979; Theall & Franklin, 1990; Yao, Weissinger & Grady, 2003). The literature addressing their validity, as a
consequence, is voluminous (Marsh, 1987; Seldin, 1997; Silverman, 2001). From one institution of higher
education to the next, however, the evaluation instruments take on different formats and address different
aspects of teaching and teacher quality. And, from one institution to the next, the degree to which

administrators incorporate this information into an overall judgment about teaching quality is often vague at
best (Millman & Darling-Hammond, 1990; Scriven, 1995; Theall, Franklin & Ludlow, 1990; Wachtel, 1998).

In general, little systematic or in-depth analysis is performed by instructors upon the SRI reports they
receive. Many faculty, perhaps most, look first at their overall rating—what percent of their students marked
them “excellent” or “poor”? After that they tend to ignore the rest of the report and proceed directly to the
student narratives, if any are provided.

Part of the lack of respect for SRIs has been attributed to a belief that students rate highly only those faculty
who are easy graders and are personable—a “halo” effect (Alemoni, 1999). Another reason is that faculty
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typically receive little guidance on how to systematically analyze, interpret, and act upon their evaluations.
For example, a typical institutional report compares an individual’s ratings to an aggregated result—such as
the combined undergraduate or graduate school results. This type of comparison, however, is often rejected
by faculty as too confusing, confounding, irrelevant, and inappropriate. Furthermore, faculty are skeptical
about SRIs since analyses of university-wide SRIs are often contradictory and ambiguous in terms of the
extent to which teaching evaluations by students serve any useful function (Aleamoni, 1999; Wachtel, 1998).

Another common problem with using SRIs to assess teaching quality is that it is common practice to review
the ratings in a relatively narrow time frame. For example, annual reviews typically consider just the two
semesters in a given academic year. While this approach has some merit in terms of evaluating how students
felt about an instructor’s class during that period, it ignores the trajectory and pattern of evaluations for that
instructor over the course of contiguous years. This means that significant contextual information about an
individual is missing when teaching reviews ignore past performance and circumstances.

Frustration with these various problems provoked a line of research that focuses on the individual instructor.
This research has established that a single-subject longitudinal analysis of course evaluations can be effective in
revealing how different types of course related, instructor specific, and administrative operational variables are
related to an instructor’s ratings (Ludlow, 1996; Ludlow & Alvarez-Salvat, 2001; Ludlow, 2002). The emphasis
is on an instructor’s teaching over time and it is in direct contrast to administrative snap-shot comparisons
that offer little evidence and understanding of factors that contribute to systematic growth, maintenance, or
deterioration in teaching. A key characteristic of this approach is that the analysis of one’s SRIs is intended to
inform and guide individuals—regardless of what the administration’s aggregated summaries may suggest.

This paper presents a strategy for systematically analyzing one's student ratings of instruction. This strategy
includes the types of questions and statistical tools appropriate for a single-subject design. In addition, the
paper illustrates practical insights that may be extracted from one’s longitudinal record of teaching. The
purpose of this paper and line of research is, therefore, to make the analysis and interpretation of course
evaluation summaries more useful and valuable through an analytic approach that can be implemented by any
instructor.

DATA

The data file consists of 99 separate records summarizing the course evaluations received by one instructor for
all classes taught from fall 1984 through fall 2003. The data were extracted from the end-of-semester SRI
summaries compiled by the university. The specific course evaluation questions are fairly typical of those used
by many institutions. For example, they asked students about their perceived need to attend class, the extent
to which principles and concepts were understood, instructor promptness returning assignments, instructor
enthusiasm, and instructor subject matter knowledge. The evaluation questions remained the same across the
20 years covered by this dataset.

The file is updated each fall with the SRI ratings from the previous fall, spring, and summer classes. Although
the specific courses are largely irrelevant for the purposes of this paper, they range from entry-level freshman
“Child Development” to a capstone third-year doctoral “Seminar in Statistical Methods.” Most of the
evaluations are for graduate courses in applied statistics. The data file consists of four relatively distinct
categories of variables for each class taught: (a) administrative characteristics (e.g. year taught, class size, course
code, level of students), (b) student-level perceptions (e.g. percent of time spent on the course, extent to which
they acquired factual information), (c) instructor-specific variables (e.g. tenure status and marital status at the
time the class was taught), and (d) overall evaluation ratings (percent who marked excellent, very good, good,
acceptable, or poor). There are a total of 27 variables associated with each class. Overall, the dataset
summarizes the evaluations submitted by 2174 students.

Ideally, one’s institution provides the SRIs in an electronic format that is easily imported into a spreadsheet
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(EXCEL) or a statistical package (SPSS). In the event that SRI results are only returned in hardcopy, it is
relatively simple to build a data file through hand-entering the results. In such a file each row of data
corresponds to a separate class. Each column corresponds to a different aspect of the SRI summary results. An
example of this type of file is illustrated in Ludlow (2002).

Once the file is created it is simple to add new information over time. This includes adding records for
successive classes but it also includes adding new variables. For example, an indicator variable was added when
the instructor was appointed department chair. This opportunity to add variables retrospectively makes it
possible to test hypotheses about a wide variety of potentially influential variables, e.g. tenure, rank, or
marital status at the time the class was taught.

ANALYSIS

One of the first things many faculty are interested in is: “What do my ratings look like over time?” Figure 1
shows the percent of students in each class who rated this instructor “excellent.” Other outcomes such as the
percent choosing “excellent + very good” could have been plotted but this particular instructor’s interests are
only on the variables that are useful in understanding the highest rating possible. The center dashed line is the
regression line resulting from regressing “percent excellent ratings” on “year taught”. It shows the predicted
excellence rating for each class taught in any given year. Although the ratings show a positive upward trend
over time across all classes, the graph does not differentiate the types of classes, e.g. undergraduate versus
graduate.

Figure 1. How do the ratings look across all classes and 20 years?
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The other two dashed lines represent the 95% confidence interval around the regression line—the region
within which most of the class ratings should lie (given this particular simple statistical model). There are four
points corresponding to four classes that fall above the upper confidence interval. Those classes received
excellence ratings that were much higher than expected. The class identifier reveals that three of these high
ratings occurred the first time that particular course was taught by this instructor (indicated by the “.01”
designation).



This is an interesting finding because faculty often believe that the first time they teach a course they work
harder to get it “right” than for subsequent offerings. Hence, they believe ratings tend to be lower for first-
time classes. Of course, if we wanted to know how the initial rating for a given course, say 669, compared to
all other offerings of 669, we could easily generate a graph for just those classes. In fact, it can be very useful to
plot the ratings over time for a single course that has been taught many times.

This is a useful graph for one’s tenure and promotion portfolio. It is also useful when negotiating work area
priorities and load considerations for the coming year and for documenting unexpectedly high ratings in the
past year.

Continuing with this theme, what do the ratings look like for the different types of courses? Figure 2 plots the
percent of excellence ratings for each class against the institutional course code assigned to that class. This
analysis uses the course code as a proxy variable for the level of complexity of the material and sophistication
of the student. The column of low ratings in the left region of the plot corresponds to courses 030 and 031—
freshman child development courses taught early in the instructor’s career. The next vertical column of
slightly higher ratings corresponds to 216—undergraduate research methods. The next ratings correspond to
460, 468 and 469, required graduate research methods, introductory and intermediate statistics, respectively.
The scale of this graph obscures the fact that the 460 ratings tend to be much higher than the 468 (which tend
to be the lowest) and the 469 ratings. The differences in these three courses become evident when they are
extracted and plotted in a separate analysis (not shown).

Figure 2. Do ratings differ by the type of course taught?
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The vertical column containing the highest ratings corresponds to doctoral specialty courses (667, 668,
669—general linear models, multivariate statistics, psychometrics). The last column corresponds to a
relatively non-technical seminar. Overall, there is a general upward trend in ratings as the course code
increases—undergraduate courses have lower ratings than graduate courses, required statistics courses have
lower ratings than the specialty courses.

This is an extremely useful type of analysis because it shows that ratings differ for the type and level of course
taught. In particular, if an administrator must compare an individual’s ratings against some aggregate, let the

4



summary be constructed from similar relevant courses and students. Furthermore, two classes stand out as
because of their unexpectedly high ratings: #87 is a research methods course (460.11), and #35 is a multivariate
statistics course (668.01). It is a significant analytic point that these two classes will be identified as outliers in
many of the following analyses.

One of the variables that faculty typically think has a negative effect on ratings is the size of the class. We
generally think that we do better in small classes and, hence, receive better ratings than when we teach large
classes. Figure 3 tests this hypothesis by plotting the excellence ratings by class size. There is a clear,
unmistakable negative relationship between the ratings and class size—as enrollment increases, the ratings
tend to drop. Statistically, for each additional student added to a class there is a decrease of about 1% in the
excellence ratings.

Figure 3. Is there a relationship between class size and ratings?
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There are three classes with unexpectedly high ratings. The 668.01 class was described earlier. The 460.11 class
was recently taught (for the 11 time) and its most striking characteristic was that it had an enrollment cap of
20 students in contrast to all previous classes which had had a cap of 30—all of which had lower ratings than
this class. The particularly unusual class with the highest enrollment and relatively high rating is 468.01—this
was the first time introductory statistics was taught by this instructor, it attracted a crowd of curious
students, and its curriculum and format differently substantially from the way it had previously been taught
(it changed from equation-based lectures to lectures followed by applications and statistical software
instruction). This particular graph showing the relationship between class size and ratings has been used in
numerous annual reviews to support arguments for reducing class sizes.

This instructor was appointed department chair in fall 2000. He quickly discovered that his new
administrative duties were interfering with his class preparation, holding of office hours, and critiquing of
assignments. He thought these problems might be reflected in his ratings.

Figure 4 shows the same ratings presented in Figure 1 but now the two periods of pre-chair and chair status
are represented. It is apparent that the ratings in the two different periods reflect different trends. Although
the overall trend seen in Figure 1 is positive, the ratings during the period as chair are dropping.



Figure 4. Is there a relationship between the ratings and administrative status?
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This type of eveitEkistdtytgfaph/ R el plilsvhen Giylihg to understand the effects that critical experiences may
have had, or are currently having, upon one’s teaching effectiveness. Is there a drop in ratings from pre to post
tenure? Is there a rise in ratings after a sabbatical or medical leave? Do ratings reflect personal changes such as
marital status? By their very nature these types of self-reflective questions and analyses are unique for each
individual.

These first four analyses looked at the relationship between the ratings and different types of administrative
and structural variables. To a great extent these variables are not directly under the instructor’s control.
Although it is important and useful to understand how such variables are related to one’s teaching practice as
reflected in the ratings, faculty generally want to understand how their ratings reflect actual classroom practice
and student experiences. For example, given that students often bring various forms of anxiety, even fear, into
statistics courses, is there a relationship between how statistics is taught and the ratings or are the ratings
simply overwhelmingly negative regardless of what the instructor does? The next three analyses illustrate how
these questions may be investigated.

Positive educational effects that may be attributed to deliberate pedagogical change are often hard to detect and
document. One way of detecting such an effect is illustrated in Figure 5. This instructor felt he was not
adequately meeting the needs of students in his required graduate introduction to research methods course.
The material was taught in a traditional lecture format that was boring him and apparently the students—as
reflected by their low ratings. In 1997 (indicated by the vertical line) he changed the format to part lecture and
part small-group interaction. The books, handouts, examples, and assignments essentially stayed the same. The
primary change was a period of time during each class session that required students to interact with one
another on practical exercises. The instructor wandered from group to group and served as a facilitator aiding
and guiding their discussions.



Figure 5. What effect does a change in teaching practice produce?
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The effect of this relatively simple change is shown by the direction of the ratings before and after the
change—the slope of the ratings quickly changed from negative to positive. In fact, this course is now one of
the instructor’s favorites. This particular analysis recently convinced the instructor to add small-group
interactions and in-class exercises to his specialty classes. This type of analysis may be a useful tool as faculty
debate the various pros and cons associated with moving from traditional chalk-and-talk formats to the various
evolving point-and-click technology based formats.

Statistics faculty, like all faculty, must make choices about how a given topic is presented in class. For example,
are equations presented as mathematical expressions to be memorized, is the emphasis placed on how to run
and interpret statistical software, is the emphasis placed on linking the techniques in such a way that they are
understood as logical ways to ask and answer increasingly sophisticated questions about one’s data? The
instructor’s approach will influence which instructional questions on the evaluations are considered more
relevant than others.

Figure 6 shows the percent excellent ratings plotted against the percent of students who strongly agreed that
they understood principles and concepts. Note the extreme contrast between the 600-level courses (specialized
statistics) with high principles and concepts ratings and the 30-level courses (child development) with low
principles and concepts ratings. Given the analyses up to this point it is possible to state that excellence ratings
increased over time, tended to occur in smaller classes in specialty courses, and were strongly related to the
extent to which principles and concepts were emphasized and understood—not just whether factual

information was presented (a different evaluation question).



Figure 6. What factors are controllable and how might they affect the ratings?
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Faculty are often curious about tie extent to which the workload required of students has an impact on the

SRIs. While some faculty may believe that a heavy workload is desirable regardless of what the student thinks,
others wonder if there is a negative relationship between the workload and ratings. Figure 7 show the ratings
plotted against the percent of students who stated that they spent “much more” time on the present class than
other classes that semester. Unlike theprevious graphs, when this graph was first constructed it was
immediately apparent that a simple linear trend was an inadequate representation of the relationship between
these two variables. After a few exploratory attempts to find the best fitting line to these points, it was decided
that this cubic relationship not only fit well but revealed a substantively interesting and useful pattern.

Figure 7. Is there a relationship between ratings and perceived workload?
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There are four distinct clusters of courses in this graph. There are child development courses (30, 31) with
trivial amounts of time commitments and the lowest excellence ratings. These were taught when the
instructor first started teaching—and these were courses outside his training. There are the research
methods classes (460) with slightly higher time requirements and some of the highest excellence ratings.
These consist of frequent small-group interactions (as seen in Figure 5), are taught in the summer, and do
not require extensive take-home assignments. There is a cluster of required statistics courses (468, 469)
with a heavy time commitment and very low excellence ratings. These also define the mid-range cluster of
points in Figure 6—students in these courses did not tend to strongly agree that they understood
principles and concepts. Finally, there are the higher level specialty statistics courses (664, 667, 668, 669)
with heavy time commitments and high excellence ratings. These courses tend to be the ones with small
class sizes in Figure 3 and the ones in Figure 6 with the highest ratings on understanding principles and
concepts. Apparently, heavy workloads and time commitments are valued by students if they understand
why they are doing the work.

One of the key features of these graphs is that they show direction and magnitude of relationships,
patterns over time, clusters of similar classes, and individual instances of surprising ratings. It is
occasionally useful, however, to compute the simple correlations between pairs of variables. Table 1
contains a number of interesting relationships. This table suggests that higher ratings are related to (a) the
extent to which students understood principles and concepts, (b) the extent to which students acquired
factual information, (c) the extent to which the instructor was available outside of class, and (d) smaller
classes. It is particularly interesting to see the relationship between class size and these other variables.
The extent to which students understood principles and concepts, acquired factual information, and felt
the instructor was available were all negatively correlated with class size. The larger classes not only had a
negative relationship to the instructor’s ratings, they had a negative relationship to the educational
experience as perceived by the students.

Table 1: Pearson Correlations Correlations
Acquired Instrc.
PERCENT Understood factual available CLASS
EXCELLENT | prinfconcepts: | information: outside ENROLL
RATING SA SA class: SA MENT

PERCENT Pearson Correlation 1 807 719 562* =511
EXCELLENT RATING  sig. (1-tailed) _ 000 000 000 000
N 97 92 92 92 97

Understood Pearson Correlation 807 1 875™ 520™ -.599™
prinfconcepts: SA Sig. (1-tailed) 000 : 000 000 000
N 92 92 92 92 92

Acquired factual Pearson Correlation 719™ 875™ 1 457" -518™
information: SA Sig. {1-tailed) 000 000 . 000 000
N 92 92 92 92 92

Instrc. available Pearson Correlation 562 520 457 1 -527*
outside class: SA Sig. (1-tailed) 000 000 000 . 000
N 92 92 92 92 92
CLASS ENROLLMENT Pearson Correlation - 511 -599* =518 52T 1
Sig. (1-tailed) 000 000 .000 000 4
N 97 92 92 92 97

™ Correlation is significant at the 0.01 level {1-tailed).

It is possible to take the analysis of these particular variables one step further by considering how these
variables might be used to predict specific course ratings. Table 2, for example, contains the results of a
multiple regression using principles and concepts, factual information, availability outside the classroom,
and class size as predictors of percent excellent ratings. The overall solution is statistically significant
(R2djusied = 725, p<.001). Of greater interest, however, are the results for the individual predictors. Note
that in this multiple regression (where the correlation between the predictor variables now is taken into
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account in estimating the effect that an individual variable has upon the outcome), the relationship
between factual

information and class size with the excellent ratings is no longer statistically significant. This is because
factual information was highly correlated with principles and concepts and class size was highly correlated
with all three other predictors—hence factual information and class size accounted for no statistically
significant unique variance.

Table 2. A model for predicting excellent ratings
Model Summanf

Adjusted | Std. Error of
Model R R Square | R Sguare |the Estimate
1 8602 740 125 12.22936
a. Predictars: {Constant), CLASS ENROLLMENT, Instrc.
available outside class: SA, Acquired factual
information: SA, Understood prinfconcepts: SA

h. Dependent Variable: PERCENT EXCELLENT RATING

Coefficients®
Unstandardized Standardized
Coefficients Coefficients
Model B Std. Error Beta 1 Sig.
1 (Constant) -17.806 8.477 -2.101 .039
Understood
prinfconcepts: SA T3 153 650 4775 .000
Acquired factual
information: SA 068 158 054 428 670
Instrc. availahle
autside class: SA 196 077 190 2.540 013
CLASS ENROLLMENT -.033 155 -017 =211 833

a. Dependent Variable: PERCENT EXCELLENT RATING

Casewise Diagnostics

PERCENT
EXCELLENT | Predicted
Case Number | Std. Residual RATING Value Residual
29 2.062 75.00 497787 | 252213
35 2.645 100.00 67.6562 | 32.3438
87 3.078 85.70 48.0602 | 37.6398

a. Dependent Variable: PERCENT EXCELLENT RATING

If we were to use this solution to predict the excellence rating for the next class taught the equation

would look like:

Predicted excellent rating = -17.8 +
.73*(percent who strongly agreed they understood principles and concepts) +
.196*(percent who strongly agreed the instructor was available outside class).

Although this particular regression solution is relatively arbitrary it does illustrate that it is possible to
predict future class ratings based on past performance. More fully developed examples of this opportunity
to predict ratings are presented in Ludlow (2002). Finally, the two classes that were not well fit by this
solution were “Case Number” 35 (class 688.01 the multivariate class) and 87 (class 460.11 the research
methods class).

The statistical point here is that a variety of relatively simple techniques have yielded consistent
information that these two classes in particular were unusual. The pedagogical point of this exercise is
10



that concentrating on making sure that principles and concepts are well understood by the students and
making himself available outside the class are two variables that are directly under the instructor’s
control.

Of course, these statistical results are dependent on the specific variables chosen to construct the
regression model where the model of choice would ideally be based on some theoretically grounded
rationale—simply employing a stepwise regression is not a sound strategy for this type of investigation
(Ludlow, 2002).

DISCUSSION

This paper presented a methodology for analyzing student ratings of instructors as a function of
various student-level, instructor-specific, and administrative variables. The significance of this approach
is that it enables an evaluation of an instructor in a longitudinal context, as opposed to a single year’s
snapshot of performance. This approach can yield valuable insight into the dynamics that may be
operating within the professional career of an instructor.

Through the approach described in this paper, it has been possible to detect variables that influence one’s
teaching quality and effectiveness. For example, different statistics faculty have stated that they now: a)
stress principles and concepts (instead of tedious calculations), b) form small-groups to facilitate
interactions that reveal areas of confusion (instead of constant lecturing), ¢) incorporate real-world
examples in all statistical applications (instead of artificial textbook examples), d) encourage email
communications and hallway interactions outside the classroom (instead of sending everyone to the
assistant), e) try to balance coursework between detailed thoroughness and unnecessary burden (instead of
expecting every lecture point to be reflected in the assignments), and {) acknowledge to students when
personal variables outside the classroom may affect day-to-day teaching effectiveness (instead of
perpetuating the ivory-tower myth). These modifications were all prompted by patterns found through
this approach to analyzing course evaluations.

In addition, this research has helped others prepare their teaching portfolio for promotion and tenure,
and annual review considerations. Workshops, for example, have been conducted to show faculty that it
is possible to extract useful, and sometimes unexpected, information from their course evaluations. These
sessions have shown how to: a) extract meaningful data from their evaluation results, b) create an
individualized database, and c) statistically analyze the ratings as a function of a variety of relevant
professional variables.

The general workshop starts with a review of the course evaluation literature followed by examples of
statistical analyses of course evaluations. The fundamental characteristics of the SPSS statistical package
system are then explained. Next they are shown how to build a data file and how to run SPSS graphing
and statistical analysis procedures. This step is extremely useful because it provides them with a simple set
of tools for understanding and evaluating their SRIs in terms of their own unique situations.

The statistical methods employed in this paper are not restricted to the specifics of this particular study—
they are generalizable in the sense that they may be appropriate for any other set of longitudinal SRI data.
In particular this research is intended to more fully empower faculty in the analysis and interpretation of
their own course evaluations. For example, one of the secondary consequences of this work has been that
some faculty, who previously felt threatened by statistical questions and analyses, now feel sufficiently
confident and competent to attempt creative analyses on their own. Ultimately, this type of longitudinal,
single-subject research should contribute to a wider theory about how course evaluations may be
effectively utilized to understand and improve teaching.
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Bomnpocsl k cTaTtbe
Bbi0epuTe cpeny mpeniokeHHBIX OTBETOB CBOW eIMHCTBEHHBbI M 3alITPUXYiiTe COOTBETCTBYIONIUA
eMy 0BaJ B 0JIaHKe OTBETOB HA MepecedeHUH HOMepa BONPOca H HOMepa 0TBeTa.

1. B yem, 1O MHEHHUIO aBTOPOB CTaThH, 3aKJIIOYaeTCd OJUH W3 HEJOCTATKOB HCIOJIb30BaHUS
CTY/ICHUYECKUX PEHTHHIOB IPETNOAaBaTeNeH il OUeHKH 3PEKTUBHOCTH UX pabOThI?

1) B TOM, 4TO HE CYIIECTBYET OOIIET0 PyKOBOJICTBA TI0 00pabOTKE W MHTEPIPETAIINH CTYICHUECKUX
PEUTUHTOB NpenoaBaTemnei.

2) B Tom, 4TO mpenogaBaTen, KOTOPBIE BEAYT MAJIEHBKOE YHCIIO KYpPCOB, aBTOMAaTHUECKH IPOUTPHIBAIOT
TeM, KTO TMPEenoaaeT O0IbIeMy KOJINIECTBY CTY/I€HTOB.

3) B TOM, 94TO HEBO3MOKHO CPaBHHTH PEHTHHTH OJHOTO M TOTO K€ TPETOIaBaTels 3a Pa3HbIC T'OJIbI,
TaK KaK YHCJIO CTYIEHTOB BCE BPEMSI MEHSETCS.

4) B TOM, 4TO CTYJCHYECKHI PEHTHUHT MPEIoIaBaTelis CYIIECTBEHHO OTIMYAETCS OT MePEKPECTHBIX
OIIEHOK, KOTOPbIE MTPETIOAaBATEIH CTABAT APYT APYTY.

12



2. Kakwue naHHBIC HCTIONB3YIOTCS B CTaThe?

1) CryneHueckue peHTHHIH HECKOJIBKUX MpenoaaBaTenei 3a nepuon ¢ 1984 mo 2003 roxsr.
2) CryneH4yeckue pedTHHTY HECKOJIBKUX TpenoaaBateneii 3a 1984 u 2003 romsi.

3) CryneHdyeckue pedTHHTH OTHOTO mperoaaBaresis 3a nepuoa ¢ 1984 mo 2003 rosr

4) CryneHueckue peUTHHIY OHOTO mpemnoaaBatess 3a 1984 u 2003 rozpr.

3. CKOHI)KO KaTeFOpI/Iﬁ MEPEMCHHBIX UCII0JIE30BAJIOCH B I/ICCJ'ICI[OBaHI/II/I?
1) 1
2) 2
3) 3
4) 4

4. Uro obo3HaUaeT cpemHsis MyHKTUPHAS JTHHAL Ha Tpaduke 17

1) Koppensiuio npoieHTa peuTHHTa «OTIHYHO» U T0/1a, HA KOTOPOM YHTAJICS KypPC.

2) Cpennuii IPOLEHT PEHTHHTA «OTIHYHOY», B 3aBUCHMOCTH OT rojia, Ha KOTOPOM YHMTAJICSA KypC.

3) PerpeccHOHHYIO JHMHUIO, MOKA3bIBAOIIYI0 3aBUCHMOCTH MPOIEHTa PEHTHHTA «OTIMYHO» OT roja, Ha
KOTOPOM YHTANCS KypC.

4) JIuHus HEe HECeT CMBICIOBOI HAarpy3ku, M IpouepyeHa Ui OOJIErdeHUs] BOCIIPHATHS CMbICTA
rpaduxa.

5. Omnwupascek Ha K0d(h(DUIMEHTHI, TPUBEACHHBIE B TaOMHUIIEe 4, MOJKHO CIENaTh BBIBOJ, UTO:

1) Yem MeHble pa3mep CTYACHYECKON TPYIIIbI, TEM BBIIIC YPOBCHb MOHUMAHHS CTYICHTAMH
OCHOBHBLIX MTPUHIIUIIOB / KOMIIOHCHTOB Kypca.

2) Yem Gombliie pa3mMep CTYACHYESCKOW TPYIIIIbI, TEM HIDKE OLCHHBACTCS JOCTYITHOCTD PENOoAaBaTes
3a TpeenaMu ayJUTOPHH.

3) Uem MeHblIle pa3Mep CTYACHYECKOM IPYIIIbI, TEM BBIIIE CTYACHTHI OLICHUBAIOT CBOM (DaKTHYECKHUE
3HAHUS 110 PEIMETY.

4) Bce OTBEThI BEPHBI.

6. B uem aBTOpBI BUASAT 3HAYUMOCTh CBOEH paboThi?

1) B TOoM, 4TO MHOTUM IIPENOIABaTEIIsIM YIaI0Ch U3MEHUTh CBOE B3aUMOJICHCTBUE CO CTYJCHTaAMHU
MIOCJIE TOTO, KaK OBIJIO MPOBEJICHO ONMCAHHOE UCCIICI0BAHUE.

2) B ToM, 4TO MM ynanoch pa3paboTaTh METOAOJIOTHIO AaHAIN3A CTYAEHUECKOrO PEHTHHTa

3) B TOM, YTO OHM T[OKa3aJld HEIOCTOBEPHOCTh CTYJACHYECKHX PEHTHHIOB Kak Mephl
3¢ hekTUBHOCTH PabOTHI MpeTogaBaTemNei.

JajiTe pa3BepHyTbIii OTBET:

7. TlpuBenuTe, MOXaNyHCTa, KaK MHHUMYM JBa OOBSCHEHHUS, MOYEMY B HEOOJBIIMX CTYJEHUYECKHX
rpyIIax CTyAESHTHI BBIIIE OICHUBAIOT BHEAYJUTOPHOE OOIIEHHE C MTPEToIaBaTeieM.

8.  Ecnwm OB BBI CiTyIIanmy TOKIIA] 10 3TOMY UCCIIEOBaHUIO, KAKKE BOTIPOCHI BBI 331aTi ObI aBTOpam?

9. IlpomHTepnpeTnpyiTe, OXKAIYHCTa, pe3yIbTaThl OJJHON PEerpecCHOHHON MOJIENN Ha Balll BBIOOD.

10. CdopmynupyiiTe CBOMMH CJIOBaMH, B Y€M BBl BUJMTE IIeJIb OMKMCAHHOrO uccienoBanus? CBOW OTBET
000CHYHTE IpUMEPAaMH U3 TEKCTA.

2. lIpoyTHuTe KPaTKOE OMHCAHME KAMKIOI0 U3 HCCIeOBAHUN U JaiiTe apryMeHTHPOBAHHbIE OTBETHI HA
NnpuBeleHHbIe HUKe BOMPOCHI.

Te3ncsl 1. «I[IpakTHKYM N0 KOHCYJIHTHPOBAHHIO»

During their formal training in their master's program, prospective school counselors are exposed to
research articles, theory, and role models. It is not unlikely that during this period, students develop an initial
set of thoughts concerning ideal counselor characteristics. Near the end of the graduate program, however,
students are often placed, through a practicum course, into a field setting so the counselor-trainees can put
into practice the things that have been learned and, of course, learn some new things. As a result of this field-
based experience, one might ask whether there is a change in the perception of the desirable characteristics
associated with a competent counselor's role and responsibilities.

In an attempt to answer this question, a pair of researchers recently conducted a study at
Northwestern Illinois State College. The subjects in this investigation were 36 graduate students in guidance
and counseling, all of whom had completed 30 credit hours of required courses and were enrolled in the
practicum experience. This eight-week experience involved four half-days a week in a public school, with
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supervision provided by local school personnel and the college faculty. Besides conducting individual and
group counseling sessions, the practicum students also performed a variety of typical guidance activities.

At the beginning and end of the eight-week practicum experience, each of the 36 subjects was
administered the Occupational Characteristics Index (OCI). This instrument provides 12 scores, each
associated with a trait that workers might have to varying degrees (for example, organizational realist, leader,
innovator). On each administration of the OCI, the practicum students were asked to indicate the ideal
characteristics that they believed a counselor should possess. For each of the 12 traits, prepracticum and
postpracticum means were computed and compared statistically.

The results of the data analysis indicated that the 36 practicum students, on the average, changed
from pretest to post-test with respect to 11 of the 12 OCI scales. At the end of the practicum experience, the
students believed that five of the traits were more important than they had thought prior to their eight-week
field experience; however, for six other traits there was a feeling after the practicum that these traits were
less important. Hence, there appeared to be substantial evidence that the practicum students had changed
their perception of what an ideal counselor was like.

The researchers clearly attributed this change to the field-based practicum experience that had taken
place during the eight weeks between the pretest and post-test. For example, near the end of the formal report
of this study, the investigators state that "on-the-job experience did provide a statistically significant change
in their perception of the ideal counselor characteristics” (Langley and Gehrman, p. 79).

Bompocsr:
1. CoryacHbl 1 BBl C TeM, YTO MPOBEE HHOE HCCIIECNOBAHHME JOKa3bIBaeT d(QPEKTUBHOCTD MPAKTHKYMA?
ApPryMeHTUpYUTE CBOI OTBET.
2. Kakue anbTepHaTUBHBIE OOBSICHEHUS MONTYUYEHHBIM pe3yibTaTaM (M3MEHEHUs B BOCTIPUSTHN JIMYHOCTHBIX
4epT CTyAeHTaMu) Bbl MOXeTe MpeIoKuTh?

Te3ucnl 2. «'pynnsl Ajast poauTesnei»

Since we have young children who are occasionally less than perfect in their behavior, we are
naturally attracted to studies that deal with behavior problems in children. Groups for Parents is a packaged
method that offers parents both a support group of other parents and didactic information on an integrated
humanistic behavior modification approach. The authors of "Groups for Parents" (along with a few others)
published a study evaluating the effectiveness of their approach in "improving both general child behaviors
[and] individually targeted ones." They also reported success in increasing the parents' rates of positive
reinforcement along with the rates of compliance in their children.

The method of evaluation was quite simple. Thirteen groups of parents (a total of 277) met once a
week for two and one-half hours over an eight week period. About one-half of the parents had been referred
by various community agencies; the rest had heard about the program from friends or other informed
sources. The pre- and post-test measures used included a problem behavior checklist, positive reinforcement
rates (measured by the parents), compliance rates (also measured by the parents), and client satisfaction (self-
report). Approximately two-thirds (180) of those enrolled completed the entire eight-week course.

The data analyses were equally straightforward, consisting of analyses of the differences between
pre- and post-test means. Significant results that concern us were reported on the problem behavior checklist,
reinforcement rates, and compliance rates. In addition, a very high rate of client satisfaction at the end of the
study was reported.

Bomnpocsr:
3. MOXXHO 7M Ha OCHOBE IIOJYYECHHBIX NAaHHBIX CUYMTAThb TPEHUHr sl poautesedl 3(¢deKTHBHBIM?
AprymMeHTupyiTe CBOI OTBET.
Kakue anpTepHaTHBHBIE OOBICHEHUS MTOTYYSHHBIM pe3yabTaTaM Bbl MOXeTe IpeIoKUTh?
Ectpb 1 001mue MeTomonoruueckue npodaeMsl y HCClieIOBaHUH, MPUBEAEHHBIX B Te3ucax 1 u 2?7 Eciu
J1a, TO KaK cJie1oBajio Obl MPOBECTU 3TH UCCIICAOBAHMS, YTOOBI IPEOAONIETh 3TH HETOCTATKU?

ok~

METOANMYECKME PEKOMEHJIALIUU

OnmMIuagHeIe 3alaHus ONpCACTABIIAIOT co0oii CCpUr0 u3 15 BOIIPOCOB, HAMPAaBJICHHBIX Ha OICHKY
YPOBHA IMOHHMAaHUA  aHTJIOA3BIYHBIX  HAYYHBIX Hy@HHKaHHﬁ, 3HAaHHUA 3J'IeMeHTapHOI>i CTaTUCTHUKH,

yMeHus paboTath ¢ TabmumaMu W rpaduKaMHd, ©  CIIOCOOHOCTH KPUTHYECKH OCMBICIIUBATH
14



oryeTsl 00 wmccinemoBanmax. Crarbu MOJOOpPaHBI TakK, YTO Ui TIOHMMAHHS CYTH IPOBEIECHHOTO
HCCIICIOBAHUS, OT YUTATENA He TPeOyeTcsl KaKuX-THOO CIHEeIHUANbHBIX MO3HAHWMA: BCI HeobOxoaumast
HHGOPMAITUS 110 IPEAMETHOMY 3HAHHUIO MPHUCYTCTBYET B TEKCTe caMux craTei. C apyroi CTOPOHBI, CTAThU
BKJIFOUAIOT BCE KJIIOUEBBIE DIIEMEHTHI KOJIMYECTBEHHBIX HCCIEIOBAHUM B IICHXOJIOTMH K 00pa30BaHMU:
MOCTAHOBKY MPOOJIEMBI; HCCICIOBATEIBCKHH BOIMPOC, OIMHUCAHHWE METOMOB HCCICIOBAHUS W aHAIIN3a;
0a30BYI0 CTATUCTUYCCKYI0 HH(MOPMAIMIO, HHTEPIPETALUIO PE3yJIbTaTOB. YMCHHE OpPHEHTHPOBATHCS B
3THX KOMIIOHEHTaX SIBISICTCS KPUTHUYSCKM BAXXKHBIMH JUI OOydYeHHs Ha MAarucTepcKod Mporpamme
«3mMepeHrss B TICHXOJOTHH W OOpa3OBaHMW», W HMEHHO OTH YMEHHS W TMPOBEPSIOTCA B  XOJC
OJIUMITMATHBIX HCITBLITAHMUIA.

OreHHBaeTCs TMOMHOTA M MPaBUIBLHOCTH OTBETOB HAa BCE 3aJaHHs, MAKCHMAaJIbHO BO3MOYKHOE
xonuuecTBo 6amnos - 100.

Bce oTBeThI HEOOXOIUMO MMUCATh HA PYCCKOM SI3BIKE.

3agaHus cOCTOUT U3 ABYX YacTei.

1. Pabdota ¢ OpUIMHAJIBLHOH CTaTbell, ONMUCHIBAKIIEH >MIMpPUYECKOe HCCIeAOBAHHE B 00JacTH
NICUXOJIOT MM MJIH 00pa30BaHusl

BHuMaHWIO yuYaCTHMKA MpeAJsiaraeTcs CTaTbsg Ha AHIJIMHACKOM sI3bIKE. OTY CTarTbio CJeayeT
MIPOYUTATh, IOHSTh €€ CTPYKTYPY U OCHOBHBIC HIICH.

Ywucno Bonpocos — 10.

®dopma 3a1aHUI — 3a]]aHNs ¢ BLIOOPOM OTBETa; OTKPHITHIEC 3aJaHNSI.

3agaHusl KacaroTCsl MOHUMAaHMS JIOTUKK SMIHMPHUECKOTO HCCIeOBaHMs;, padoThl ¢ MHPOpMAIUCH,
MIPEeIbSBICHHON B pa3HO# (opMe (CIUIOMIHON TEKCT, TaOMUIBI, TpaduKW); YMEHUS HAWTH HEOOXOIMMYIO
WHPOPMALIMIO B HAyYHOM TEKCTEe, YMEHHUIO KPUTHUYECKH OTHECTHCh K TIONYyYeHHOH WH(pOpMaLuHy;
CHOCOOHOCTD MPEUIOKUTh abTePHATUBHBIE OOBSICHEHUS MOJTYYCHHBIX Pe3yIbTaToB. 3aJaHus HE TPeOYIOT
BBIYUCIICHUN M NCTIONB30BaHUs KAIbKYJIATOPA.

IIpoBepsiemble  3HAaHUS  SIBISIIOTCS  CYLIECTBEHHOM  vacTbio  Oyaymiedl  JIesTeabHOCTH
BBIITYCKHUKOB B O6HaCTI/I U3MCPCHUA U OLICHKH B O6paSOBaHI/II/I N IICUXOJIOTHH. KpOMe TOTO0, YPOBCHb
9THX 3HAHUHM Ha cTapTe OOydYeHHWs B MarucTpaType IO JTOMY HaIpPaBICHHIO MOXET CYIIECTBEHHO
o0JIeryuTh IS CTyJCHTA JalbHeiee n3y4eHne OCHOBHBIX KypCOB IPOTrPaMMBbl.

2. Pabora ¢ Te3ucaMu SMIUPUYECKUX HCCIeI0BAHUI

Yucio 3apanuii — 5.

®dopma 3a1aHIH — OTKPBITHIE BOIPOCHL.

3ajaHus TPOBEPSIOT TOHUMAHWE HCCIIENOBATENbCKOW WAEH M JIOTHKA J0Ka3aTelbCTBa,
YMCHUEC BBICTpanMBaTh aJIbTCPHATHBHLIC OGT)SICHCHI/ISI TMMOJTYUYCHHBIX peSy.]'IBTaTOB; CIIOCOOHOCThL H3JIaraTh
CBOU MBICIIU B CTPYKTYPUPOBAHHON U JIOTHYECKH 00OCHOBAaHHOM MaHepe.

Ot yyacTHHMKa He TpeOyeTcs IIyOOKHX 3HAaHWH B KaKOM-THOO CIICIHUAIBHOM pa3Jielie COIHaIbHBIX
HayK, WX MAaTEMAaTUKH. COI[ep)KaTeJIBHaSI CTOpOHA 3aJa4 3TOM 4YacTH OorpaHnvcHa O6H.[I/IMI/I
CBEICHUSMHU B METOJAaxX MPOBEACHUS  WCCIEAOBAaHWH B COLMAIBHBIX HAayKax: KadeCTBEHHOIO U

KOJMYECTBEHHOTO  ITOAXOJ0B K SMINPUIECKOMY HCCIJIEJOBAHHIO, KOPPENALUOHHOIO u
IKCMEPUMEHTAIFHOTO TOAXOAOB K HCCIEJOBAHUIO, CIIOCOOaM OIMPOBEPKEHUS] THIIOTE3, Pa3IUYHBIX
3¢ ¢eKToB, NPUBOAALIMM K apredakram B pe3yjibTaTax. OTH YMEHHS - a0CONIOTHO HEOOXOAMMBIN

OJICMCHT IJIsA ycnemHoﬁ pa6OTI>I B oOmacTtu H3Mep6HHfI 1 OLICHKH.
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