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Word of mouth (WOM) has reemerged as an important marketing phenomenon, and its use
as a customer acquisition method has begun to attract renewed interest (e.g., Godes & Mayzlin
2009; lyengar, Van den Bulte & Valente 2011). Traditionally, WOM’s appeal has been in the
belief that it is cheaper than other acquisition methods. A few recent studies have documented
that customers acquired through WOM also tend to churn less than customers acquired through
traditional channels and that they tend to bring in additional customers through their own WOM
(Choi 2009; Trusov, Bucklin & Pauwels 2009). Villanueva, Yoo and Hanssens (2008) further
suggest that customers acquired through WOM can generate more revenue for the firm than
customers acquired through traditional marketing efforts.

Customer Referral Programs

Customer referral programs are a form of stimulated WOM that provides incentives to
existing customers to bring in new customers. An important requirement for such programs is
that individual purchase or service histories are available so the firm can ascertain whether a
referred customer is indeed a new rather than an existing or a former customer.

In most referral programs, the reward is given regardless of how long the new referred
customers stay with the firm. Such programs are prone to abuse by customers. Although the firm
does not commit to accept every referral, the incentive structure combined with imperfect
screening by the firm creates the potential for abuse in which existing customers are rewarded
for referring low-quality customers. This kind of moral hazard is less likely to occur with WOM
campaigns that do not involve monetary rewards conditional on customer recruitment.

Hypotheses

Because referral programs are a customer acquisition method, an important metric to
assess their effectiveness is the value of the customers they acquire. Additional insights come
from investigating differences between referred and nonreferred customers in contribution
margins and retention rates, the two main components of customer value (e.g., Gupta & Zeithaml
2006; Wiesel, Skiera & Villanueva 2008).

! Crates cocraBnena no: Schmitt P., Skiera B., Van den Bulte C. Referral Programs and Customer Value. // Journal
of Marketing, Vol. 75(1), 2011.
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Differences in Contribution Margin

Social dynamics in human networks (e.g., Van den Bulte & Wuyts 2007) imply that
referred customers may match up with the firm better than other newly acquired customers. One
source is reciprocity. Because referring customers receive a reward, norms of reciprocity may
make nonopportunistic customers feel obliged to bring in new customers who they think may be
valuable to the firm (Gouldner 1960). This process explains Neckerman and Fernandez’s (2003)
finding that referrals for which the referrer claimed a fee had lower turnover than referrals for
which no fee was claimed.

Acquisition through referral can also result in informational advantages, making referred
customers more profitable than other customers. Referred customers are likely to have discussed
the firm’s offerings with their referrer. As a result, they are likely to use its products more
extensively than novice customers who take a more cautious approach in building involvement.
Also, the firm is able to serve the referred customer in a tailored way early on, something that
takes time to learn for other newly acquired customers. Because of this informational advantage,
the firm should be able to generate a higher contribution margin from referred customers at the
beginning of the relationship.

However, the advantages of better matching and better information should gradually
vanish. As nonreferred customers accumulate experience with the firm, they should become
equally well informed about the firm’s offerings and procedures. Likewise, the firm should be
able to use the purchase and service history of the nonreferred customers to serve them better.
Furthermore, nonreferred customers who are not a good match for the firm are more likely to
leave. Consequently, both revenues and costs of referred and nonreferred customer should
converge, eliminating the difference in contribution margin over time. Thus:

H1: (a) The average contribution margin of a customer acquired through a referral program
is higher than that of a customer acquired through other methods, but (b) this difference becomes
smaller over time.

Differences in Retention

Social enrichment is another mechanism that may increase the value of referred customers.
The argument is that the relationship with the firm is enriched because a family member or
friend is a customer of the same firm (Castilla 2005; Fernandez, Castilla & Moore 2000).
Having a person close to oneself in a similar position (i.e., being a customer of the same firm)
should increase the person’s trust in the firm and strengthen his or her emotional bond with it, as
both balance theory and social closure theory predict (Van den Bulte & Wuyts 2007). So, referred
customers are likely to have a stronger sense of commitment and attachment to the firm. This
implies that referred customers are less likely to churn than nonreferred customers, provided that
their referrer does not churn either. The latter condition is likely to hold: Referrers typically have
a greater longterm likelihood of staying, which is why intention to refer is frequently used as an
indicator of loyalty (Gupta & Zeithaml 2006).

Although the informational advantage of a referred customer decreases over time as direct
experience substitutes for social learning, there is no reason to expect erosion in the affective
bonding underlying the social enrichment mechanism. Consequently, the erosion of the
differential expected in contribution margin need not apply to retention. Therefore, we state the
following:

H2: (a) The average retention of a customer acquired through a referral program is higher
than that of a customer acquired through other methods, and (b) this difference does not become
smaller over time.

Differences in Customer Value

If H1 and H2 hold and if the erosion of contribution margins does not outweigh the initial
difference in margins and the persisting difference in retention, the following should hold as
well:

H3: The average value of a customer acquired through a referral program is higher than
that of a customer acquired through other methods.



H3 can hold even when H1 and H2 do not, because it is possible for the differences in both
margins and retention to be small but for their combined effect to be sizable and significant.
Another reason to test H3 on customer value, in addition to H1 and H2 on margins and retention,
is that customer value is what managers should care about most.

Although we base our prediction on sound theoretical arguments, the posited effects are
not as obvious as they may seem because there are several competing forces at work. First, the
prospect of earning a referral fee may induce referrers to pressure their peers to become
customers without giving much consideration to whether the firm actually matches their peers’
needs. Second, the relationship between the referred customer and his or her referrer, which is
necessary for social enrichment to operate, comes with an inherent risk: When referrers defect,
the customers they brought in may become more likely to leave as well. Although it seems
unlikely that referrers as a whole are more prone to churn than the average customer, the risk of
contagious defection should not be ignored altogether. Third, an abuse of the referral program by
customers who are interested only in the monetary reward is probably the most important reason
for practitioners’ skepticism. This is illustrated by TiVo’s termination of its referral program as a
result of frequent abuses (Zatz Not Funny 2008).

Research Methods and Setting

The research is based on customer database of a leading German bank. The data capture all
customers acquired through the bank’s referral program between January 2006 and December
2006 and a random sample of customers acquired through other methods (e.g., direct mail,
advertising) over the same period. The observation period spans from January 2006 to
September 2008 (33 months), and the data on each individual customer include the day of
acquisition, the day of leaving the bank (if applicable), the contribution margin in each year, and
some demographics. In total, we have data on 5181 referred and 4633 nonreferred customers.
Because the referral program was used only in a business-to-consumer context, all customers are
individual people.

The referral program was communicated to existing customers through staff and flyers in
the branches and through mailings?. Proprietary information of the bank shows that its customers
are similar to those of other leading European banks. Regarding the usage of its referral program
and the response of its customers to it, no differences with other firms are apparent either.

Dependent Variables

Daily contribution margin is the individual contribution margin on a daily basis. It is the
total contribution margin the customer generates in the observation period, divided by the total
number of days the customer was with the bank (duration). The contribution margin equals
revenue (interest and fees) less direct costs (e.g., interest expenses, sales commissions,
brokerage, trading costs). The acquisition costs are not subtracted from the contribution margin.
We also compute a time-varying version of daily contribution margin by dividing the
contribution margin generated by the customer in a particular year (2006, 2007, 2008) by the
number of days the customer was with the bank in that year.

Duration is the total number of days the customer was observed to be with the bank. It is
the basis for analyzing retention.

We calculate two measures of customer value, one based only on observed data and the
other based on both observed data and predictions. Observed customer value is the present value
of all actual contribution margins the customer generated during the whole observation period
(e.g., 33 months for retained customers acquired in January 2006). This metric is affected by
both contribution margin and retention because a customer generates no margins after leaving
the bank. Our second metric, customer lifetime value, is the present value of all contribution
margins, both actual and predicted, of the customer within the six-year span following the day of

2 The procedure was straightforward: Every existing customer who brought in a new customer received a reward of
25 euros in the form of a voucher that could be used at several well-known German retailers.
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acquisition. For customers who churned during the observation period, customer lifetime value
equals observed customer value because their predicted value is 0. The formulas are as follows:

(1) Customer Lifetime Value; = Observed Customer Value; + Predicted Customer Value;
Durj
L OM,,
_ s/12
(2) Observed Customer Value; = = (]__|_ r) and

5 i PM is X PAS
] _ Y s/12
(3) Predicted Customer Value; = s—Dur. +1 (1—|— r)

where OM;s is the observed monthly contribution margin of customer i in the sth month
after acquisition (calculated from the observed annual contribution margin and the observed
duration), Dur; is the customer’s observed lifetime with the bank in months, &; iS a dummy
censoring variable that indicates whether the customer was still with the bank by the end of the
observation period, PMs is the predicted monthly contribution margin of customer i in the sth
month after acquisition, PAjs is the predicted probability that customer i is still “alive” (i.e., with
the bank) in that month, and r is the firm-specific annual discount rate of 11.5%°. The present
value reflects what the customer is worth at the day of acquisition.

Independent Variables

The independent variable of central interest is referral program, a binary indicator that
takes the value 1 for referred customers (i.e., those who were acquired through the referral
program) and O for nonreferred customers. To improve the comparability of referred and
nonreferred customers, we control for the demographic variables age, sex (dummy variable, with
women coded as 1 and men coded as 0), and marital status (dummy variables for married,
divorced/separated, single, and widowed, with no answer as the base category). We also control
for the customer’s month of acquisition (11 dummy variables for each month, with December
2006 as the base category).

Descriptive Statistics

Table 1 (appendix 1) presents the means, standard deviations, and the correlation matrix
for the purified sample of 9495 customers. As the nonzero correlations between the referral
program variable and the various demographic and time of acquisition variables indicate, the
groups of referred and nonreferred customers are not perfectly matched on demographics and
time of acquisition. Thus, it is desirable to control for these differences.

Figure 1 plots the average daily contribution margin for the referred and nonreferred
customers of the purified sample, for 2006, 2007, and 2008. Referred customers tend to generate
higher margins, and the margins tend to erode more quickly among referred customers, such that
the margin differential is narrower in 2008 than in 2006 (8 cents versus 18 cents per day).
Similarly, as Figure 2 shows, after about a year, the retention rate of referred customers is higher,
and this is the case regardless of duration. However, controlling for differences in demographics
and time of acquisition is necessary to draw conclusions more confidently.

¥ We base the discount rate on the capital asset pricing model. We assume a risk-free interest rate of 4.25%
(Svensson 1994), a 5% market risk rate based on the Institute of German Accountants, and a firm-specific beta of
1.45 based on Thomson Financial Datastream.
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FIGURE 1 FIGURE 2

Average Values of Daily Contribution Margin for Probability That Referred and Nonreferred
Referred and Nonreferred Customers by Year Customers Have Remained with the Firm
(Kaplan—Meier Estimates of Survivor Functions)
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Statistical Models
To estimate the difference in contribution margin between acquisition modes (Hi,), we use
a regression model with the following specification

(4) DCM, = o+ B,RP, + Zﬁk}(ik +€, .

k=2

where i indexes the customer, DCM is daily contribution margin over the observation
period, RP is the binary variable representing the referral program, X represents the control
variables, and the errors & have a mean of zero and are independent of the included covariates.
We use ordinary least squares to estimate the coefficients and compute Huber—White
heteroskedasticity-consistent standard errors (Breusch— Pagan test, p < .001). The size of our
sample implies that we do not need to assume that the random shocks are normally distributed
for statistical inference using t- and F-statistics (e.g., Wooldridge 2002). To test whether
difference in margin decreases the longer the customer has been with the bank (Hi,), we use a
fixed effects specification estimated with ordinary least squares:

65) DCM, =o, +B, T +B;RP, xT, +n +¢g,.

where i indexes the customer; t indexes the year (t = 1, 2, 3); DCMj is the daily
contribution margin of customer i in year t (i.e., the total contribution margin generated by
customer i in year t divided by the number of days the customer was with the firm during year t);
Tit is the cumulative number of days customer i had been with the bank by the end of year t; 1 is
a year-specific fixed effect; and the customer-specific intercepts a; are not constrained to follow
any specific distribution but capture all individual-specific, time-invariant differences, including
the effect of acquisition through the referral program (RP) and that of the control variables X.
The errors &j; have a mean of zero and are independent of the covariates. The B3 coefficient
captures the proper interaction effect because the B, effect of RP is now captured through the
fixed effects.

To test H3 and assess the difference in customer value, we again use the regression model
in Equation 4, but now with observed customer value as the dependent variable. Theoretical
claims can be subjected to empirical validation or refutation only by comparing hypothesized
effects with actual data. As a result, the truth content of H3 can be validly tested using the
observed customer value as the dependent variable but not customer lifetime value, which itself
is based on predictions. Still, given the right censoring of our data and the hypothesized erosion
of the margin differential over time, it is informative also to perform a similar analysis with the
six-year customer lifetime value as the dependent variable. To calculate the predicted values
entering the customer lifetime value metric, we use (1) predicted annual contribution margins
from a fixed-effects model, such as that specified in Equation 5, but one in which we allow all
parameters to vary between referred and nonreferred customers, and (2) predicted annual
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survival rates from a parametric Weibull hazard model because the nonparametric baseline
hazard of the Cox model does not allow for forecasts.

Results

Is the Contribution Margin of Referred Customers Higher? In accordance with Ha,,
referred customers are, on average, 4.5 cents per day more profitable than other customers
(Mann-Whitney test, p < .001). The difference is even larger after we control for differences in
customer demographics and time of acquisition, variables on which the two groups of customers
are not perfectly matched. The first column of Table 2 (Appendix 2) reports the coefficients of
Equation 4, controlling for age, sex, marital status, and month of acquisition. Whereas the
average contribution margin of nonreferred customers in our sample is 30 cents per day,
customers acquired through the referral program have a margin that is 7.6 cents per day or 27.74
euros per year higher (p <.001), an increase of approximately 25%. Among the covariates, older
age and being widowed are associated with a higher contribution margin, whereas being married
is associated with a lower contribution margin. The pattern in the monthly coefficients suggests
that the bank was more successful in acquiring profitable customers in some months than in
others. The R-square is low, indicating that important elements other than acquisition method,
acquisition time, and demographics drive customer profitability. Although the large unexplained
variance depresses the power of statistical tests and thus makes it more difficult to reject the null
hypothesis, Hij, is strongly supported.

Does the Contribution Margin of Referred Customers Remain Higher? Hy, predicts that
the difference in contribution margin erodes the longer a customer stays with the bank. The
results support this. Column 2 of Table 2 reports the coefficients of the fixed-effects model in
Equation 5. There is a significant, negative interaction between referral program and the number
of days the customer has been with the bank. The difference in daily contribution margin
between referred and nonreferred customers decreases by 23.1 cents per 1000 days, or 8.4 cents
per year. The individual-level fixed effects (intercepts) in the model capture the expected daily
contribution margin when the included covariates equal zero (i.e., on the day of acquisition in
2006). Regression of these 9495 fixed-effects estimates on the referral program and control
variables indicates that a referred customer has an expected contribution margin on the first day
of joining the firm that is 19.8 cents higher than that of a nonreferred customer with similar
demographics and time of acquisition.

Is the Retention of Referred Customers Higher? The results reveal that the association
between referral program and churn (i.e., nonretention) is significantly negative and sizable. Use
of only referral program as the explanatory variable shows that at any point in time, customers
acquired through the referral program who are still with the firm are approximately 13% less
likely to defect than nonreferred customers who are still with the firm. As the survival curves in
Figure 2 show, the probability of being an active customer (i.e., a nonchurning customer) after
33 months is 82.0% for referred customers and 79.2% for nonreferred customers. Age is
associated with a higher churn rate, whereas the opposite holds for being widowed. There is also
a trend in the monthly coefficients, indicating that customers acquired late in 2006 (especially in
September and later) exhibit more churn than those acquired earlier. This trend is a cohort effect
and not duration dependence, which is captured in the nonparametric baseline hazard.

Does the Retention of Referred Customers Remain Higher? We also assess whether the
difference in retention varies over the customer’s lifetime (Hg,). To do so, we extend the Cox
model with an interaction between the referral program variable and the natural logarithm of the
customer’s duration with the bank (see Column 4 of Table 2). The interaction is not significant,
and the model fit does not improve significantly (p > .05). So, although there is an eroding
difference between referred and nonreferred customers in contribution margin, there is no such
erosion for customer retention.

Are Referred Customers More Valuable? Using the observed customer value, we find
that, on average, referred customers are 18 euros more valuable (Mann—-Whitney test, p < .001).
After we control for demographics and month of acquisition, the difference increases to 49 euros
(Column 5 of Table 2; p <.001). A referred customer is approximately 25% more valuable to the
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bank than a comparable nonreferred customer, within the observation period. If we take into
account the difference in acquisition costs of approximately 20 euros, the difference in customer
value is nearly 35%. These results strongly support Hs. Because the margin differential of
referred customers erodes over time even though the loyalty differential does not, the question
arises whether referred customers remain more valuable beyond the observation period.
Repeating the analysis for the six-year customer lifetime value, we show that referred customers
indeed remain more valuable. The average customer lifetime value of referred customers is
approximately 6 euros higher than that of other customers (Mann—-Whitney test, p < .001). After
we control for differences in customer demographics and time of acquisition, the value
differential is approximately 40 euros (Column 6 of Table 2; p < .001). Because the average
customer lifetime value of a nonreferred customer is 253 euros, a referred customer is
approximately 16% more valuable to the bank than a comparable nonreferred customer over a
horizon of six years. If we take into account the difference in acquisition costs of approximately
20 euros, the difference in customer lifetime value is approximately 25%. This value differential
is quite considerable. Overall, the acquisition through a referral program is associated with
higher customer value for the majority of customer types, but not for all. These results suggest
that using referral programs might not be beneficial in all customer segments.

Conclusion

Contribution margin, retention, and customer value all were significantly and sizably
higher for referred customers. In short, referred customers are more valuable in both the short
and the long run. Yet we also find that the effect is not uniform across all types of customers and
that the referral program was less beneficial when used to acquire older customers or low-margin
customers.

In our application, the value of referred customers in the six years after acquisition was
40 euros (or 16%) higher than that of nonreferred customers with similar demographics and time
of acquisition. Considering the initial reward of 25 euros given to the referrer as an investment,
this implies a return on investment of approximately 60% over a six year span. This is a
conservative estimate because it does not take into account that the total acquisition costs of
referred customers are approximately 20 euros lower than those of other customers.

Questions for your consideration

1. What is the main research question of the article?

2. Which research approaches and (or) methods you consider to be controversial or not quite
suitable for this research? Why?

3. What are the limitations of current research?

4. Do you consider the results of this research useful for our marketing managers?

5. Do you consider the research questions of the article relevant for Russian companies?
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TABLE 2

Main Results for Differences in Daily Contribution Margin, Churn (i.e., the Converse of Retention),

Observed Customer Value, and Customer Lifetime Value

Hip
Hia Daily Hap Hj Hj
Daily Contribution Churn Observed Customer
Contribution Margin (Time Hza (Time Customer Lifetime
Margin Varying) Churn Varying) Value Value
Referral program 076" —a —-.198™ 917 49157 39.906™™
(.010) - (.059) (1.479) (7.096) 7.152
Age .003*** — 011 011 1.879** 1.626"*
(.000) — (.002) (.002) (.283) (.285)
Female -.009 - —-.034 -.034 —4.459 -3.376
(.010) — (.056) (.056) (6.902) (6.958)
Sarried -.078" — -.027 —-.028 —52.798* —52.258*
(.033) — (.166) (.166) (22.427) (22.563)
Single —-.040 — —.163 —-.163 —27.306 —24.035
(.033) — (.167) (.167) (22.573) (22.706)
Divorced -.016 — -176 - 177 —-12.278 —7.656
(.037) — (.183) (.183) (24.776) (24.933)
Widowed A1 — —.470* —.470" 76.085* 87.249*
(.046) — (.212) (.212) (31.128) (31.355)
Acquired January 2006 720 — —-1.828™" —-1.833"** 228.228" 247.960™*
(.039) — (.201) (.201) (31.589) (31.6686)
Acquired February 2006 .063" — —1.365"" —1.369"** 127.706"*" 133.591
(.031) — (.160) (.159) (24.172) (24.411)
Acquired March 2006 .089* - —1.155"" —1.157"** 136.393*** 135.755"**
(.026) — (.126) (.126) (19.103) (19.280)
Acquired April 2006 .084* — -1.215™ —1.208"* 124.793*** 123.163"*
(.027) - (.140) (.140) (18.753) (18.895)
Acquired May 2006 .082* - -1.529™* —1.524"** 114.302*** 119.426"*
(.025) — (.150) (.150) (16.791) (16.909)
Acquired June 2006 .066™ - -1.016"" -1.013"* 91.090"* 92.643"*
(.022) - (.122) (.122) (14.326) (14.475)
Acquired July 2006 .062** - -1.026™* —-1.023"** 79.574** 84.200"**
(.021) — (.122) (.122) (12.717) (12.839)
Acquired August 2006 .059** - —.841** —.838"** 69.213*** 73.167°*
(.020) - (.119) (.119) (12.111) (12.233)
Acquired September 2006 077 - —-.679"" -.676™" 72.213" 76.352"
(.022) — (.126) (.126) (13.199) (13.335)
Acquired October 2006 .037 - —.434™ —.432"** 36.602* 39.391***
(.020) - (.108) (.108) (11.133) (11.257)
Acquired November 2006 .021 — =217 -.215* 19.252 20.551
(.019) - (.105) (.105) (10.497) (10.632)
Year 2007 (dummy) —1.306
(.732)
Year 2008 (dummy) —2.259
(1.258)
Cumulative Days (in thousands) 3.513
(1.994)
Cumulative days (in thousands) x
referral program —-.231*
(.085)
Log(duration) x referral program -.176
(.232)
Constant 154 66.250" 120.949*
(.040) (26.742) (26.937)
Observations 9495 28,353 9495 9495 9495 9495
R2 .025 .350 .040 .040
Log-pseudo-likelihood -11,715.6 -11,715.4
*p < .05.
*p<.01.
***p < .001.

aCaptured by customer-specific fixed effects.
Notes: Robust standard errors are in parentheses.



Baok 2. «MapkeTHHroBble KOMMYHUKAIIMH M PeKJaMa B COBpeMEHHOM Ou3Hece»
IIpounTaiite cratbio” 1 cuemaiite ee KPUTHYECKUM aHAJIN3 HA PYCCKOM S3BIKE.

Advertising on the internet began in the middle of the past decade, when the first banner
advertisements were placed in commercial websites (Zeff & Aronson 1999). Although there are
several forms of internet advertising, such as banners, interstitials and popup windows, banner
ads are the most prevalent. Banner ads have dominated web advertising and become the standard
advertising format on the internet (Cho et al. 2001).

Banner advertisements are rectangular displays on a web page that serve a leadin to the
visitor to find out more by clicking on the banner (Raman & Leckenby 1998). Clicking on the
banner takes the visitor from the current web page to the advertiser's web page. In this manner,
banner ads are used as vehicles to bring prospective customers to a site, offering an automated
link to the advertiser (Briggs & Hollis 1997; Bellizzi 2000). Clickable banner ads are believed to
be the first gateway to entering the world of interactive electronic markets (Shamdasani et al.
2001).

A widely used measure for evaluating the effectiveness of banner advertising is the
clickthrough rate, that is, the proportion of viewers who click on a banner to visit the advertiser's
web site (Hanson 2000). It should be noted, however, that the advertising industry also uses
alternative, well established measures of banner success, such as acquisitions, branding and
image change. The attraction of the clickthrough variable lies in its behavioural nature,
measurability, and that it indicates immediate interest (Briggs & Hollis 1997). It is worth noting
that the pricing of internet advertising is often based on clickthrough rates because advertisers
demand results oriented pricing and question the pricing model of traditional media, which is
based on mere impressions; rather, they insist on paying for direct response results (Hofacker &
Murphy 1998; Cho et al. 2001). It has been suggested that there is an explicit shift in online
advertising strategy that favours deriving behavioural response from selected target audiences
over providing exposure to many audience groups (Yoon & Kim 2001). These trends increase the
importance of a banner's ability to induce direct responses and emphasise the problem of
effective creative design and media planning (Shamdasani et al. 2001).

Tracking direct response results on the internet is simple since response information is
electronically captured and reported through the ad serving process as well as by tracking
visitors' activity once they have reached a site. In this manner, direct response data offer a great
opportunity to empirically establish ad effect relationships (Broussard 2000).

However, clickthough rates vary owing to various and largely unknown factors related to
design, execution and context of banner campaigns. Therefore, knowing about such determinants
can help to improve campaign performance.

In the early days of the internet, it was suggested that creative characteristics and, in
particular, animation, cryptic messages, and clichs such as ‘click now' or ‘free' tend to increase
response rates (Hofacker & Murphy 1998). Now, the effectiveness of such simple ways on
improving response rates is questionable, since over time the internet audience has gained
considerable experience of banner ads. Perhaps more importantly, the impact of other design and
media factors of the banner campaign remains empirically unexplored.

Despite the importance of the topic, very little empirical work has been done on the
structure of banner effectiveness and, in particular, the effects of advertising related factors. The
purpose of this study is to consider the effects of particular creative and media factors on the
effectiveness of banner ads, drawing upon real response data. The paper is organised as follows.
The subsequent section presents the dataset and develops an analytical framework for the
empirical identification of banner effectiveness relationships. This is followed by analysis and
discussion of the findings. Implications for advertising practitioners and researchers are
considered next. A concluding section summarises the paper.

* Cratest cocraBnena mo: Baltas G. Determinants of Internet Advertising Effectiveness. An empirical study. //
International Journal of Market Research, Vol. 45, No. 4, 2003.
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Research methodology

Data on objective characteristics and actual response rates (see Table 1) were collected
from a sample of 259 banner ads. The data were kindly made available by the 18 advertising and
media agencies that agreed to participate in the study. This convenience sampling procedure was
used for two reasons. First, there is no sampling frame (i.e. a comprehensive listing) of banner
ads from which to draw a standard random sample. Second, given the highly proprietary nature
of such data, it is quite impractical, if not impossible, to ensure data availability for the elements
of a standard random sample. Therefore, we had to be more modest in our objectives and adopt
an implementable sampling approach. The variables are presented in Table 1.

To examine the effect of creative and media factors on banner effectiveness | estimated a
regression model in which the actual clickthrough rate is the dependent variable and ad
characteristics are the explanatory variables. However, product category may influence
consumers' propensity to interact with the banner ad (Shamdasi et al. 2001). Therefore, intrinsic
intercategory heterogeneity in clickthrough rates should be isolated in order to identify the net
effects of specific banner characteristics. Let me illustrate this point. The standard regression
model assumes, in essence, that the effects of unobserved category differences are independent
of observed response rates and randomly distributed. As alluded to earlier, this may not be a
realistic approximation of the empirical structure because it assumes away differences among
categories. To deal with intercategory heterogeneity, | generalised the standard regression model
to accommodate category specific effects by means of an analysis of covariance model. More
formally, the generalised regression model takes the form

Yi = am+ X Bj i + Ui

where y; is the actual clickthrough rate of the i ad, Bj is the coefficient of the j ad
characteristic, y;j is the j characteristics of the i ad, am represents effects barring to category m
and ui is a standard random term accounting for unexplained variation in observed response
rates. The model can be estimated as a random effects regression model for panel data (Greene
1997). The estimation procedure is available in the last version of Limdep, which is specialised
econometric software for panel and qualitative variables (Greene 1999).

Results and discussion

The generalised model (1) is applied to detect the effects of creative and media factors.
Estimates for the effects of creative factors are reported in Table 2. The Rsquared value of
0.24 suggests that the model is highly effective in explaining differences in clickthrough rates
using creative characteristics.

The coefficients in Table 2 reveal several interesting patterns. The positive coefficient of
the banner size variable (BSIZE) indicates that bigger ads are more effective in attracting
attention and triggering response. Using the Interactive Advertising Bureau terminology, full
banners (468 60mm or larger) are more effective than smaller types, such as half banners (234
60 mm), vertical banners (120 240 mm), and various buttontype ads (125 mm 125 mm or
smaller). It seems that bigger ads are good at driving up direct response (cf. Gotham 2002).

The number of words variable (MLENGTH) has a negative coefficient suggesting that
lengthy messages reduce direct response. It appears that concise messages stimulate consumer
clicking. Long messages involve paying close attention, which visitors are rarely inclined to do
(Krishnamurthy 2000).

The parameters of the number of frames variable (FRAMES) yield a similar implication.
The negative sign indicates that as the number of frames increases the clickthrough rate falls.
From a theoretical viewpoint, long messages and multiple frames increase ad complexity.
However, complexity can have a negative effect on the attitude toward the ad and the response to
the ad (Stevenson et al. 2000; Bruner & Kumar 2001). As a practical matter, the number of
frames can also slow down page loading times. For example, commercial research by
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BannerTips.com has suggested that a multiframe banner can have a lower clickthrough ratio than
a visually similar non animated banner due to longer download time. Many visitors will never
get a chance to see a slow loading multiframe banner because they have clicked off to some
other page before the banner even appears.

A significant negative effect is also found for the company or brand logo (LOGO) variable.
It has been suggested that the practice of running ‘unbranded’ banners may vyield higher
clickthrough rates (Briggs & Hollis 1997), however, there is no previous research on the role of
this factor in banner ads. One may reasonably suggest that banners displaying logos fail to
generate interest because the viewer knows what the banner is about. Only people primarily
interested in the specific brand or company will click on such ads. The rest of the audience may
simply be uninterested or think that they already know everything and so not click on the ad.

Of equal interest are the three variables regarding widespread message tactics (i.e. CLICH,
PUZZLE and PROMOTION) that are not significant. In the early days of internet advertising,
stereotypical phrases or words (clichs) were used as a means to induce consumer response. In the
light of the present empirical evidence, however, it seems that such approaches are not effective.
In a similar vein, enigmatic messages do not have significant effects on the response rates of the
examined banner ads. Perhaps more importantly, promotional incentives are found to be unable
to produce superior consumer response. We know that most people and, in particular internet
users, have become expert, sceptical processors of advertisements; the old attention generating
tools seem to be less effective at the present stage of internet development (Briggs 2001;
Gallagher et al. 2001).

We now turn to consider the effects of media and execution factors on banner
effectiveness, the results are reported in Table 3. More specifically, the parameter of the
campaign length variable (TIME) is both negative and significant, indicating that audience
response falls over time. This is a quite intuitive relation because it seems unlikely that people
would visit a site and choose to click the same advertisement repeatedly. Instead, it seems more
likely that internet users would choose the banner once, if at all (Stevenson et al. 2000). It has
been suggested that people tend to click on banners during the early stage of the campaign and
that, over time, response rates decline significantly (Hofacker & Murphy 1998; Broussard 2000).
This important pattern has been empirically detected in the present research.

Another important variable is the number of sites that host the banner ad. The positive and
significant coefficient of the SITES variable suggests an inverse relationship between number of
sites and ad effectiveness. Dispersion is indicative of less careful selection of internet advertising
vehicles, and consequently imprecise targeting of specific audiences. This relationship explains
the current trend that favours deriving behavioural response from a small number of selected
target audiences over providing exposure to many audience groups (Yoon & Kim 2001).

The media cost of banner ads is usually measured by the cost per thousand impressions
(CPM). For purposes of empirical implementation, the variable has been divided by one
thousand to reflect cost per impression. Table 3 reports a positive and significant parameter of
the CPM variable, indicating that relatively less expensive media produce better response rates.
A similar relation is identified between ad production cost (PCOST) and clickthrough rates. Cost
increases because of high quality human and technical input and thorough processes. In
conclusion, the results reveal an explicit tradeoff between the overall cost of the ad and its
response generating ability.

Finally, an interesting negative relation is found between the simultaneous use of
traditional media and the effectiveness of banner ads. It has been speculated that the presence of
offline media can boost the performance of internet ads (Broussard 2000). In the light of the
present empirical evidence, however, it is apparent that the concurrent use of offline media
decreases response rates. It seems therefore that people would exhibit less interest in a campaign
that they are already aware of.

Implications
The results offer several directions for the design and execution of effective banner
campaigns. The creative characteristics of effective banners are of a greater size in terms of
12



pixels, short messages, few frames and absence of company logos. Traditional banner message
tactics are found to be incapable of affecting audience response. This stresses the importance of
fresh and innovative message tactics. In principle, to distract users from the site itself, the
message in the banner should appeal to their needs. The more relevant the message, the better the
chance that the banner will grab the viewer's attention and stimulate response (Strauss & Frost
2001). The results also demonstrate that audience response falls over time. In this respect,
response data require close, continuous monitoring. A reasonable policy is to cancel campaigns
that from the outset fail to reach minimum target rates, since, progressively, response rates
decline. The results also show that site selection is important. In particular, using a small number
of selected host sites is generally more effective than dispersion. In addition, campaign cost
affects effectiveness and planners should carefully consider the tradeoff between ad cost and ad
effectiveness. Finally, the concurrent use of offline media decreases the effectiveness of online
ads. In this respect, offline media should be used to reach offline audiences not as a means to
boost the performance of banner ads.

Directions for further research

Certain limitations of the present study that provide opportunities for further research
should be emphasised.

Firstly, we have examined banner effectiveness as measured by clickthrough rates. The
latter is an important and well established measure of banner effectiveness, however, a single
measure cannot provide an integrated picture of internet advertising. Online ads may work not
only as direct marketing vehicles but also as branding tools. A banner ad can improve consumer
awareness or affect attitude towards the brand (e.g. Briggs & Hollis 1997; Brackett & Carr
2001; Dahlen 2001). Clearly, such branding effects are not captured by direct response data.

In particular, it has been suggested that clickthrough data are unrelated to important
branding success measures such as ad awareness, brand awareness, brand imagery, and intent to
buy (Briggs 2001). Therefore, clickthrough rate is poor measurement for branding campaigns,
which attempt to integrate a product's message into the consumer's consciousness so that when
the time is right, the consumer is more likely to buy the product (Briggs 2001b).

In addition, one has to consider alternative important measures of direct response. In
particular, many people are looking at acquisitions rather than clicks and cost per acquisition
rather than cost per click (Strauss & Frost 2001). To put it another way, the findings should be
interpreted with caution as they relate to a specific measure of internet advertising effectiveness,
which is not indicative of every ad effect.

Secondly, it should be realised that direct response to banner ads is a complex phenomenon
that is partly determined by different factors from those examined here. In this respect, it would
be instructive to examine the effects of context and audience related factors in the light of actual
response data.

Thirdly, cross category differences have been treated in a purely econometric manner using
an analysis of covariance model to isolate intercategory heterogeneity. This technique accounts
for category effects but does not measure specific category differences. In case one is interested
in identifying specific category differences, an alternative research design is required that could
be generated by drawing a stratified sample and modelling variation of clickthrough rates over
categories.

Concluding comments

This empirical study investigated effects of banner characteristics on audience response.
The results provided some empirically determined insights into the structure of advertising
effectiveness on the internet. The relationships detected here offered several practical
implications for the effective creation and execution of banner campaigns. As is always the case
in empirical work, there is considerable scope for further research and thus some important
extensions have been suggested. The structure of advertising effectiveness on the internet is a
new and largely unexplored issue, about which too little is currently known.
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Variables

Table 1

Variable name

Description

Explanation

Creative factors

B5IZE
MLENGTH
FRAMES
PROMOTION
CLICHE

PUZZLE
LOGO

Media factors
TIME

SITES

CPM

PCOST

OFFLIME

Banner size

Message length

Mumber of frames

Promotional incentives

Use of stereatypical action phrases

Enigmatic message
Company or brand logao

Campaign length

Media dispersion

Cost per thousand impressions
Lag of banner production cost
Offline media

Dummy for full banner 480 = 60mm or larger
Mumber of words in the message

Monzero values indicate animation

Discount or gift incentive to respond
Message includes phrases such as “click here’
and “click now’

Banner displays enigmatic message

Banner displays company or brand logo

Duration of banner campaign

How many sites host the banner ad
Media cost of banner ad

Cost of developing the banner ad
Concurrent use of offline media

Table 2

Results for creative factors

Variahle

Coefficient

Standard Error

ESIZE 0.490*
MLEMNGTH —0.107*
FRAMES —0.179*
PROMOTION —0.174
CLICHE —0.142
PUZZLE —0.076
LOGO —0.973*
R-squared 0.24

0.251
0029
0,045
.199
0207
0,206
0.233

“significant at the 0.05 level
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Table 3

Results for media factors

Variable Coefficient Stanclarcl Error
TIME —0. 00" 0019
SITES —0.028" 0012
CPM 003" (1,002
PCOST 0.481° 192
FFLIME —0.436" . 155
R-squared 0.20

“significant at the 0.05 leyvel

Questions for your consideration

1. What are the key problems discussed in the research article?

2. Which author statements concerning Internet as ad carrier do you agree (and disagree) with?

3. What other methods of empirical data analysis you could suggest to deal with the problems
posed by the author?

4. Do you agree with author interpretation of the advertising effectiveness? What is your
understanding of advertising effectiveness concept?

5. Why the CPM indicator is widely used in advertising media analysis? What other advertising
rates parameters are used in advertising practice?

6. What communication theories and advertising models do you find relevant to describe
marketing activities using Internet?

7. What opportunities for brand promotion are being opened for practitioners with the processes
of digitization, convergence Internet, TV and other media?
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Baok 3. «CtpaTternueckoe 1 KOPIOpaTuBHOE YIIPaBJICHHE»
IIpounTaiite CTaThIO® ¥ CHENaiiTe ee KPUTHYECKUM aHAJIN3 HA PYCCKOM S3BIKE.

I. Introduction

The balanced scorecard has been heralded as one of the most significant developments in
management accounting (Atkinson et al. 1997)°. This management tool has evolved considerably
over the past two decades. Early writings on the balanced scorecard emphasized the importance
of using multiple measures to provide a balanced perspective of firms’ performance, and
established one of the most salient features of balanced scorecards: the grouping of measures
into four distinct categories of performance (financial, customer, internal processes, and learning
and growth) (see Kaplan & Norton 1992). More recently, balanced scorecard proponents have
focused on the need to tie measures together into a causal chain of performance, and to test the
validity of these hypothesized effects to guide the development of strategy. Kaplan and Norton
(2001) argue that one of the primary benefits of the balanced scorecard is its use in gauging the
success of strategy.

Archival and field research has yielded mixed results on the benefits of balanced scorecard
usage for strategy-evaluation purposes. One potential factor limiting the benefits of scorecard
usage in some settings is the propensity of decision makers’ reasoning to be influenced by their
motivations. Research in psychology suggests that this “motivated reasoning” begins with the
manner in which evidence is assembled and evaluated (Kunda 1990; Gilovich 1991; Ditto &
Lopez 1992; Ditto et al. 1998; Dawson et al. 2002; Ditto et al. 2003; Dawson et al. 2006a).
Settings where evaluators have preferences to arrive at certain conclusions, and where
information is noisy, ambiguous, or complex, provide fertile ground for motivated-reasoning
processes, because evaluators can more easily rely primarily on preference-consistent
information while maintaining an appearance of objectivity. A balanced-scorecard environment
provides just such a setting, with emphasis on the use of multiple (noisy) measures of
performance, and where evaluators often have an active role in the selection of strategy. Thus,
the purpose of this paper is to investigate the effect of involvement in the selection of strategy on
subsequent evaluation of that strategy using the balanced scorecard, and investigate features of
the scorecard implementation process that can mitigate the impact of strategy-selection
involvement.

This paper uses an experiment to examine whether managers involved in the selection of a
strategic initiative will succumb to motivated reasoning when using a balanced scorecard to
evaluate the success of the new initiative. | further investigate methods to help offset the impact
of motivated reasoning on strategy evaluation. First, 1 examine whether simply framing the
scorecard as a causal chain, rather than merely as a balanced set of measures, can help limit the
effect of motivated reasoning on strategy evaluations. If the scorecard is framed as a causal
chain, managers may be less susceptible to motivated reasoning because success becomes more
clearly defined: an initiative must not only improve the measure on which it should have a direct
effect (such as customer satisfaction), but must also improve the measures on which it should
have an indirect effect (such as sales). This more structured view may reduce managers’ latitude
to perceive unsuccessful initiatives they selected as successful (Kunda 1990).

Next, | investigate whether managerial involvement in measure selection increases the
effectiveness with which a causal-chain framing of the scorecard offsets tendencies to assess
outcomes too favorably. Managers with involvement in measure selection will be motivated to
perceive a measure they selected as a good one (Kunda 1990). If the scorecard is framed as a
causal chain, managers will want to see that the measure they selected is a good predictor of

® Crates cocraBiena mo: Tayler W.B. The Balanced Scorecard as a Strategy-Evaluation Tool: The Effects of
Implementation Involvement and a Causal-Chain Focus. // The Accounting Review, May 2010, Vol. 85, No. 3,
pp. 1095-1117.

® A recent study by Bain & Company indicates that 53 percent of firms worldwide use the balanced scorecard,
including 61 percent of large firms and 49 percent of firms in North America (Rigby & Bilodeau 2009).
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performance further down the causal chain, increasing attention to these linkages. If managers
cannot find sufficient evidence to support their preferred belief regarding the measure they were
involved in selecting, this may also cast doubt on the quality of the strategic initiative they
selected, which was expected to impact performance further down the causal chain.

In my experiment, MBA students with a basic understanding of balanced-scorecard
concepts play the role of managers who are evaluating a new strategic initiative at their firm.
Participants are provided with balanced-scorecard data upon which to base their analyses, and
answer questions regarding the success of the initiative and the process they used to perform
their assessment. In all experimental settings, scorecard data indicate that the new initiative has a
strong effect on customer satisfaction, but that neither the initiative nor customer satisfaction has
an effect on financial performance. This structure provides latitude for participants to form
conclusions consistent with their preferences. Participants with motivation to perceive the
strategic initiative as successful can focus on the strong effects of their initiative on customer
satisfaction and deemphasize or ignore the lack of effects on financial performance.

The experimental design consists of two levels of scorecard framing crossed with three
levels of scorecard implementation involvement (creating six between-subjects conditions). The
scorecard is framed either in the traditional “four groups” format, which groups performance
measures into the four classic scorecard perspectives (Kaplan & Norton 1992), or in a “causal
chain” format, which emphasizes hypothesized causal linkages (Kaplan & Norton 1996b, 2000).
The three levels of scorecard implementation involvement are cumulative in nature, with some
participants making no decisions regarding strategic initiatives or scorecard measures, some
selecting the strategic initiative to be pursued but not the scorecard measures, and some selecting
both the initiative and a measure of performance tied to that initiative.

Consistent with prior research on motivated reasoning, results indicate that managers who
are involved in initiative selection are more likely to recommend rolling out the initiative firm-
wide, holding constant initiative performance. Results further suggest that merely framing the
balanced scorecard as a causal-chain is not sufficient to diminish motivated-reasoning processes,
even in this simple setting. However, framing the scorecard as a causal chain and involving
managers in measure selection mitigates the effects of motivated reasoning related to managers’
involvement in initiative selection.

Debriefing data help to establish the process underlying these effects by providing insight
into what information participants emphasized in their evaluations. Participants with greater
motivation to perceive the initiative as successful (those who are involved in the selection of the
initiative) place less emphasis on scorecard data indicating otherwise than participants who are
not involved in initiative selection. This differential focus on preference-inconsistent information
partially mediates the primary results of the paper.

These results contribute to research on the balanced scorecard in multiple ways. First, the
study demonstrates the effects of a causal view of the balanced scorecard in a strategy-evaluation
task. Proponents of the balanced scorecard emphasize the importance of tying performance
measures to strategy and hypothesizing a testable causal chain of performance (in part, to ensure
that important indirect results follow the more direct successes (Kaplan & Norton 2001)).
However, empirical evidence suggests that firms often do not explicitly state causal chains
(Ittner & Larcker 2003; Malina & Selto 2004). My study provides evidence that a causal view of
the scorecard, in conjunction with involvement in scorecard measure selection, helps overcome
psychological forces that are likely to limit the effectiveness of the scorecard.

Second, this study provides insights on the balanced-scorecard implementation process.
Scorecard proponents have begun to address issues that arise when trying to implement
scorecards, such as which parties should be involved with the selection of scorecard measures
(Frigo & Krumwiede 2000; Niven 2002; Kaplan & Norton 2006). Scorecard proponents often
focus on managerial “buy-in”, suggesting that involvement in measure selection by those
affected by the scorecard will increase the impact of the scorecard (e.g., see Cokins 2005). My
study suggests that another important benefit derived from increased managerial involvement in
the selection of scorecard measures is that it counters motivated reasoning, and thereby reduces
the likelihood that managers will view unsuccessful strategies as successful.
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Third, this study provides insights on the use of the scorecard for strategy-evaluation
purposes. Scorecard proponents have emphasized that the scorecard is not just for performance
evaluation, but is also a tool for developing and evaluating strategy (Kaplan & Norton 2000,
2001; Niven 2002; Buytendijk et al. 2004; Kaplan & Norton 2004a, 2004b, 2006). However,
most prior balanced-scorecard research has focused solely on managers’ use of the scorecard for
performance evaluations. My study focuses on the scorecard as a tool for defining and refining
strategy.

Finally, my study contributes to psychological research on motivated reasoning by
demonstrating how the effects of motivated reasoning can be diminished through the
introduction of additional motivations. This “fighting fire with fire” approach essentially accepts
motivated reasoning as given, but adds motivations through adjusting decision-maker
involvement in the task to help balance prior motivations to arrive at certain conclusions (see
Bonner 2007) for a discussion of the importance of investigating the effects of conflicting
motivators in accounting).

The remainder of this paper proceeds as follows. Section Il provides the background and
hypotheses. Section 11l describes the experimental design and related procedures. Section IV
discusses results. Section V summarizes results and discusses implications, limitations, and
directions for future research.

I1. Background and Hypotheses

The Balanced Scorecard

Early writings on the balanced scorecard focused on the ability of multiple measures to
provide a more balanced perspective of firms’ performance (Kaplan & Norton 1992). Under this
view, the four scorecard categories (financial, customer, internal processes, and learning and
growth) keep managers from focusing solely on financial-performance measures. The majority
of early research on the balanced-scorecard has focused on the “balance” of the scorecard,
investigating how managers use scorecard measures to evaluate performance (Lipe & Salterio
2000; Lipe & Salterio 2002; Ittner et al. 2003b; Banker et al. 2004; Libby et al. 2004; Roberts et
al. 2004; Dilla & Steinbart 2005)

Recently, scorecard proponents have shifted their emphasis from balance to strategy,
arguing that the scorecard serves as a tool for defining strategic objectives and communicating
them throughout the organization, identifying initiatives to achieve those objectives, and
evaluating whether those objectives have been achieved (Kaplan & Norton 2000, 2001; Niven
2002; Buytendijk et al. 2004; Kaplan & Norton 2004a, 2004b, 2006). 2 Scorecards are tied to
strategy through the “strategy map” (Kaplan & Norton 2000), also called a “value driver map”
(Ittner & Larcker 2003). Strategy maps translate expected results into testable hypotheses to
enhance “strategic learning,” the process of using the strategically aligned scorecard measures as
a way of measuring the success of strategy (Kaplan & Norton 2001). If linkages in the
hypothesized causal chain of performance prove spurious, the scorecard, or the strategy that
drives it, can be adjusted.

In conjunction with scorecard proponents’ shift in emphasis from balance to strategy,
research on the balanced scorecard has begun to look at the use of the balanced scorecard in
strategy development (Malina & Selto 2001; Ittner et al. 2003a; Ittner & Larcker 2003;
Campbell et al. 2008). Malina and Selto (2001) provide field evidence indicating that scorecards
do not always have explicitly defined causal linkages. Ittner and Larcker (2003) corroborate this
finding with survey data showing that less than 30 percent of firms that use the balanced
scorecard have explicitly-stated causal chains, and that when strategy maps are used, managers
often fail to test the hypothesized causal chain. In their study, only 21 percent of firms with
explicitly-stated causal chains actually test the validity of effects suggested by the causal chains.
Campbell et al. (2008) provide field evidence from one firm that appears to have successfully
tested the hypothesized causal chain and adjusted its strategy accordingly.

Further, balanced-scorecard implementation issues have received increased emphasis in
recent years (e.g., see Niven 2002; Kaplan & Norton 2006). Viewed narrowly, scorecard
implementation involves (among other things) the selection of measures, the collection of
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scorecard-related data, the formatting of scorecard reports, and the dissemination of scorecard
information. When the scorecard is viewed as a tool for defining, executing, and measuring
strategy, scorecard implementation also involves the allocation of decision rights regarding
strategy selection and plans for achieving strategic objectives. Kaplan and Norton (1996a)
recommend that scorecard development be a joint effort of unit managers and upper
management. Cokins (2005) suggests that manager involvement in scorecard implementation
generates “buy-in and ownership of the scorecard and key performance indicators”, which will
increase the impact of the scorecard on the organization.

Though scorecard proponents have begun to address scorecard implementation, little
academic research has been done on balanced-scorecard implementation issues. However,
limited empirical evidence indicates that manager involvement in scorecard implementation
varies between firms. Kaplan and Norton (2001) cite evidence of heavy involvement in initiative
and measure selection on the part of unit managers; but Malina and Selto (2001) provide
evidence suggesting that some firms impose scorecards on units without seeking input from
those affected. Lipe and Salterio (2000) point out that scorecard-related judgments may be
influenced by evaluator involvement in the implementation process.

Motivated Reasoning

Prior research in accounting has demonstrated that judgments tend to be influenced by
motivations to arrive at particular conclusions. Cuccia et al. (1995), Cloyd and Spilker (1999),
and Kadous et al. (2008) provide evidence that tax professionals’ evaluation of evidence and
information search are driven in part by their clients’ preferred conclusions. Other studies have
focused on the effect of client preferences on auditors, demonstrating the biasing effects of
auditors” motivations on their judgments (Hackenbrack & Nelson 1996; Bazerman et al. 1997;
Bazerman et al. 2002; Phillips 2002; Beeler & Hunton 2002; Wilks 2002; Kadous et al. 2003;
Han et al. 2006; Moore et al. 2006; Nelson 2006). These studies suggest the motivation to arrive
at clients’ preferred conclusions is one of the reasons “why good accountants do bad audits”
(Bazerman et al. 2002). Additional studies have demonstrated this bias also persists among
analysts (Hunton & McEwen 1997), investors (Hales 2006; Seybert & Bloomfield 2009; Thayer
2009), and management accountants (Boiney et al. 1997; Bloomfield & Luft 2006).

Research in psychology has helped clarify the process behind the effects of motivations on
judgments, showing that individuals tend to evaluate and interpret data in ways consistent with
their preferences. This pervasive tendency has come to be known as “motivated reasoning”
(Kunda 1990).

Gilovich (1991) proposes that motivated reasoning is driven by the way in which
evaluators approach evidence. When encountering a disagreeable proposition, people tend to ask
“Must I believe this?”” and pursue information in an attempt to disconfirm or cast doubt on the
validity of the bad news (Ditto & Lopez 1992; Ditto et al. 1998; Dawson et al. 2002; Ditto et al.
2003; Dawson et al. 2006a). This high standard for acceptance leads to a more thorough
information search and a stringent interpretation of evidential weaknesses, thus increasing the
likelihood that an individual will find and accept evidence disconfirming the bad news.
However, when encountering an agreeable proposition, people ask “Can I believe this?” and
pursue information in an attempt to validate the good news. This more permissive acceptance
standard allows for a more superficial evaluation of evidence (Ditto et al. 1998; Dawson et al.
2006a; Dawson et al. 2006b), biased compilation of data (Lord et al. 1979; Dunning et al. 1989),
and earlier truncation of information search (Ditto & Lopez 1992; Ditto et al. 1998; Ditto et al.
2003; Dawson et al. 2006a). However, the acceptance of preference-consistent information is
constrained by the reasonableness of the data (Kunda 1990). Even when succumbing to
motivated reasoning, decision-makers attempt to maintain an “illusion of objectivity”
(Pyszczynski & Greenberg 1987) by “attempt[ing] to be rational and to construct a justification
of their desired conclusion that would persuade a dispassionate observer” (Kunda 1990).

A number of institutional features of the balanced scorecard produce fertile ground for
motivated-reasoning processes. A common criticism of the balanced scorecard revolves around
its emphasis on nonfinancial performance measures, which are typically more noisy, subjective,
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and ambiguous than traditional financial measures (Ittner & Larcker 2003). This decrease in
precision and clarity provides managers with additional latitude in their interpretations of
evidence. Further, even the most basic of performance-measurement systems provides multiple
forms of performance feedback. The balanced scorecard is no exception. A manager in search of
preference-consistent information has multiple potential sources of agreeable data. Once a
reasonable amount of supportive data are accumulated, managers are likely to stop searching,
disregard disconfirming evidence, or completely overlook or reinterpret conflicting data.

Managers who use balanced-scorecard feedback to evaluate a strategic initiative they
selected would prefer to discover that their selected initiative is successful. Holding constant
actual scorecard performance, if scorecard evidence is ambiguous or sufficiently complex or
noisy to allow different assessments of the success of the strategic initiative, managers with
different preferences will likely reach different conclusions. Thus, | predict that managers who
are involved in the selection of a strategic initiative interpret balanced-scorecard data as
indicating that the initiative is more successful than do managers who are not involved in the
selection of the initiative.

H1: Managers using a balanced scorecard to analyze the success of a questionable
initiative will perceive the initiative as more successful if they were involved in the selection of
the initiative.

Causal Chain

One potential method for reducing motivated reasoning among balanced-scorecard
evaluators is to increase emphasis on the hypothesized causal chain. Framing the scorecard as a
causal chain may decrease motivated reasoning by focusing managers’ attention on the need to
test hypothesized linkages between scorecard components in making an assessment of the
success of a strategic initiative, thereby reducing the latitude managers have to reasonably
perceive data in a manner consistent with their preferences (Kunda 1990). Additionally,
providing managers with a predicted causal model may reduce the cognitive complexity of
evaluation tasks where multiple measures of performance are available for use (Morecroft et al.
2002; Malina & Selto 2004; Krishnan et al. 2005). This may reduce ambiguity in feedback and
restrict managers’ ability to see only what they want to see in the data. Further, when managers
understand all of the anticipated cause-and-effect linkages that follow from a strategic initiative,
they may be less persuaded by individual instances of apparent success (e.g., an increase in
customer satisfaction) when other hypothesized effects do not follow (e.g., an increase in
financial performance). Because decision makers who succumb to motivated reasoning are
constrained in their acceptance of good news (and their rejection of bad news) by their ability to
maintain an “illusion of objectivity” (Pyszczynski & Greenberg 1987; Kunda 1990), a clearly
defined causal chain may limit evaluators’ ability to arrive at a preference-consistent conclusion
if linkages deriving from an initiative they were involved in selecting prove spurious.

H2a: Managers involved in initiative selection will be less likely to perceive a questionable
initiative as successful if the scorecard is framed as a causal chain of performance.

Involvement in Measure Selection

A major aspect of the balanced-scorecard implementation process is the selection of
performance measures. Niven (2002) calls scorecard measures the “centerpiece of the scorecard
system.” Frigo and Krumwiede (2000) emphasize the importance of involving middle
management in measure selection, noting that “departments know their key performance
measures and key success factors better than anyone else ... and, therefore, they are in the best
position to develop their own scorecards”.

Just as managers who are involved in the selection of an initiative are motivated to
perceive the initiative as successful, managers who are involved in measure selection are
motivated to perceive that their choice of a performance measure is a good one. With a causal-
chain framing, one important feature of a good measure is that it can be used as a predictor of
performance further down the causal chain. Thus, involvement in measure selection should
increase attention to these causal linkages. For example, if a manager who believes that customer
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satisfaction is causally linked to financial performance elects to monitor customer satisfaction
through a measure of customer retention, the manager would prefer to discover that increased
customer retention leads to improvements in financial performance, and will look for this
relationship. Thus, the motivated reasoning generated by manager involvement in measure
selection has the potential to mitigate the effects of managers’ motivated reasoning tied to their
involvement in initiative selection by influencing the body of evidence evaluated by managers.
Many initiatives have strong direct effects on performance but fail to drive performance further
down the causal chain. For example, an initiative can improve customer satisfaction (a direct
effect) without increasing financial performance (the ultimate, indirect goal). If managers in this
setting are motivated to perceive an initiative they selected as successful, but are also motivated
to find that the performance they opted to measure drives financial performance (for example),
their evaluation of the evidence is more likely to uncover the (disappointing) disconnect in the
causal chain.

Managers succumbing to motivated reasoning are constrained in their ability to arrive at
preference-consistent conclusions by the availability of sufficient evidence to reasonably support
such an inference (Pyszczynski & Greenberg 1987; Kunda 1990). Thus, the inability to support a
preferred belief of a causal link between the selected measure and performance further down the
causal chain will cast doubt not only on the quality of the measure, but also on the viability of an
initiative that was expected to affect performance further down the causal chain. Importantly,
this is only true if managers have an understanding of the causal chain and managers are
motivated to evaluate evidence in light of this tool because of their involvement in measures
selection.

H2b: Managers involved in initiative selection will be less likely to perceive a questionable
initiative as successful if the scorecard is framed as a causal chain and managers are involved in
measure selection.

I11. Method

Task and Design

Participants played the role of managers over Paladin Pizza, a fictitious pizza chain
(hereafter referred to as the “firm”), whose task was to use balanced-scorecard data to evaluate a
new strategic initiative to determine whether that initiative should be rolled out firm-wide. The
experimental materials provided all participants with background information for the firm and
indicated that the firm was considering two different initiatives for implementation: 1) the “side
order strategy,” in which stores give a free side order for every five pizzas purchased, and 2) the
“quality ingredients strategy,” in which stores use high-quality ingredients (relative to current
quality) for pizzas. Participants were also told that the firm was considering two different
measures relating to the new initiative: 1) the “customer survey score”, which is based on a
customer survey measure of customer intentions to return to order pizza, and 2) the “returning
customer score”, which is based on the actual number of return customers (based on credit card
data).

The experiment crossed two types of scorecard framing with three levels of scorecard
implementation involvement. To manipulate scorecard framing, participants in the “four groups”
(FG) scorecard-framing setting received background information that described the scorecard as
being composed of four categories of performance (financial, customer, internal processes, and
learning and growth), and participants in the “causal chain” (CC) scorecard-framing setting
received background information that expanded on this description, emphasizing hypothesized
cause-and-effect relationships between scorecard components. To reinforce the written
description of the scorecard-framing manipulation, background information also provided a
graphical depiction of the four groups or casual chain, similar to Banker et al. (2004).

Scorecard implementation involvement was manipulated at three levels. Participants in the
“low involvement” condition received case materials that presented the two initiatives under
consideration, followed by a sentence indicating that top management had decided to pursue the
“quality ingredients strategy”. Next, case materials presented participants with the two measures
under consideration, followed by a sentence indicating that the accounting department had

21



decided to use the “returning customer score”. This “low involvement” condition provides a
baseline setting where participants make judgments absent involvement in scorecard
implementation. Thus, judgments in this setting are not affected by motivated reasoning tied to
involvement in the selection of the strategic initiatives or scorecard measures.

Participants in the “initiative selection involvement” condition received identical
information as the “low involvement” participants, except that following the presentation of the
two initiatives under consideration, case materials indicated that the final decision regarding
which strategic initiative to pursue was theirs. Participants were then asked to select which of the
strategies they believed the firm should pursue by placing a checkmark next to their choice and
providing a brief explanation for their selection.

Participants in the “initiative and measure selection involvement” condition received
identical information as the “initiative selection involvement” participants, except that following
the presentation of the two measures under consideration, case materials indicated that that the
final decision regarding which measure to implement was theirs. Participants were then asked to
select which of the measures they believed the firm should use by placing a checkmark next to
their choice and providing a brief explanation for their selection.

Procedure

Participants began the session by filling out an informed-consent form. They then read
brief instructions and were directed to open an envelope containing case materials. Participants
then read background information for the firm and information regarding the initiatives and
measures under consideration (with some participants selecting their preferred initiative and/or
measure, depending on the scorecard-implementation-involvement condition to which they had
been randomly assigned).

Next, case materials directed participants to open another envelope containing background
information on the balanced scorecard for the firm. Case materials directed participants to one
envelope in the “low involvement” condition, but directed participants in the “initiative selection
involvement” condition to open one of two envelopes (based on their initiative selection), and
directed participants in the “initiative and measure selection involvement” condition to open one
of four envelopes (based on their initiative and measure selections), so that the scorecard-
component labels reflected participants’ actual scorecard-component choices. However, the
background information contained in all envelopes and scorecard-implementation-involvement
conditions was held constant, varying only in the labels applied to the scorecard components to
be consistent with the initiative or measure selected (e.g., a participant who selected the
“returning customer score” would see this label reflected on the scorecard, rather than “customer
survey score”). For simplicity, only the customer perspective had a stated objective (“delight the
customer”) beyond that implied by the perspective title and associated measures. Also, for
simplicity, each perspective had only one measure of performance.

After reading background information regarding the firm’s scorecard, participants received
balanced-scorecard data from 14 restaurants. To avoid a feedback confound, scorecard data were
identical regardless of experimental condition, initiative choice, or measure choice (aside from
the labels applied to the specific scorecard components). Scorecard data for an entire calendar
year following initiative implementation were presented, along with results as a percentage of
the previous year’s results. Participants were told that the new initiative was implemented on a
trial basis at only 7 of the 14 restaurants and that “strategy consultants have indicated that any
effects of the new strategy will be visible well within the first year of implementation”.

After reviewing the balanced-scorecard data, participants were asked to rate the success of
the new initiative on a scale of 0 to 100. Because no definition of “success” was provided in the
study, participants were also asked the less-ambiguous question of how likely they would be to
recommend rolling out the new initiative in the remainder of the restaurants (on a scale of 0 to
100). Participants then responded to debriefing and demographic questions.
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Participants

Students in an MBA-level management accounting course at a Business Week top-20
MBA program participated in the study as part of an in-class exercise. Prior to data collection,
participants had all participated in class sessions dealing with the use of management-accounting
data in decision making, and had been exposed to the balanced scorecard and some of its basic
features (e.g., the division of performance measures into four perspectives). Participants were not
taught in class about cause-and-effect relationships among scorecard components until after they
had taken part in the experiment. Thus, participants represented an ideal subject pool for the
current study due to their limited exposure to some of the specific features of the balanced
scorecard (specifically, strategy maps), the provision of which was manipulated in the
experiment. This approach follows a tradition of using classroom instruction to control for
knowledge (Butt 1988; Nelson 1993; Nelson et al. 1995; Bonner et al. 1996; Bonner et al. 1997;
Nelson & Tayler 2007).

In all, 135 participants provided data during three successive sections of the same
accounting course. Three participants opened the wrong envelope (based on the initiative and/or
measure selection they checked), meaning that these participants received data for a different
initiative or measure than the one they selected, potentially contaminating the scorecard-
implementation-involvement manipulation. Thus, data from these participants are omitted from
analyses, leaving 132 independent observations. On average, participants had 5.3 years of work
experience and were 28.4 years old. Sixty percent of the participants were male.

IV. Conclusion

This paper reports the results of an experiment that shows that the combination of
involving managers in the selection of scorecard measures and framing the balanced scorecard as
a causal chain can mitigate optimistic assessments of strategies. When managers use balanced-
scorecard data to evaluate the success of a strategic initiative that they were involved in
selecting, managers perceive the initiative as more successful than managers who were not
involved in the initiative-selection process. However, managers who are also involved in
measure selection and who are provided the predicted causal chain of performance appear less
affected by their involvement in initiative selection when assessing the effectiveness of the
initiative. These results highlight the importance of a causal-chain framing of the scorecard,
which balanced-scorecard proponents emphasize but practitioners often fail to implement, as
well as potential benefits of manager involvement in measure selection.

I find no evidence that simply framing the balanced scorecard as a causal chain is
sufficient to overcome managers’ motivated reasoning in a strategy-evaluation task. This non-
effect suggests that, even in this simple setting, merely framing the scorecard as a causal-chain
does not provide enough guidance to overcome motivated reasoning. It seems unlikely that it
would do so in more realistic settings, in which greater complexity would allow managers even
more flexibility to interpret results favorably. However, involving managers in the selection of
performance measures provides a strong countervailing form of motivated reasoning that, when
managers have a causal-chain focus, is able to improve strategy evaluation. Future research
could examine whether the effects of framing the scorecard as a causal chain (absent
involvement in measure selection) are stronger when managers are provided with additional
causal-chain-related data (e.g., correlations), or when managers are given additional training on
using the causal chain.

Results from my experiment suggest that motivated reasoning affects managers’ emphasis
on preference-inconsistent information, but information acquisition and information reliance
(given information acquisition) could both drive these results. Future research could more
closely examine the process through which managers’ motivated reasoning works, examining
whether involvement in measure selection coupled with a causal-chain framing increases
managers’ reliance on preference-inconsistent information they encounter or their acquisition of
that information. In general, arriving at a better understanding of the motivated reasoning process
can help refine methods (e.g. decision aids) used to mitigate the effects of motivated reasoning in
specific settings.
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Results from this paper speak to the use of the balanced scorecard as a tool for engendering
a longer-term focus in managers. In their early work on the subject, Kaplan and Norton (1996)
suggest that emphasizing leading measures, in conjunction with lagging measures, may curtail
some of the managerial myopia seen in practice, where all that counts is today’s bottom line.
Results indicate that manager involvement in initiative selection will lead to more emphasis on
the direct results these initiatives have on leading performance indicators.

However, the results also indicate that care must be taken (through manager involvement
in measure selection and framing the scorecard as a causal chain) to ensure that motivated
reasoning doesn’t lead to another form of myopia, where only preference-consistent evidence is
examined in performance analyses.

Another take on the results is that, if judgments are impaired by initiative selection unless
managers are also involved in measure selection and the scorecard is framed as a causal chain,
why involve managers in initiative selection to begin with? Where this solution is an option, it is
clearly worth consideration. However, due to information asymmetries, in most cases managers
will have important insights regarding local needs and the wisdom of specific strategic actions
(Frigo & Krumwiede 2000). Further, involvement in initiative selection will enhance buy-in by
those charged with carrying out the strategy (Cokins 2005).

This study has multiple limitations. First, | investigate only two types of scorecard
implementation involvement in investigating the effects of motivated reasoning on strategy-
evaluation judgments. Manager involvement in the assignment of performance targets, the
selection of strategic objectives, or the development of the hypothesized causal chain itself will
also likely influence these judgments. Second, my experiment held constant that scorecard
feedback indicated a strong direct performance link and no indirect link. Alternate feedback
realizations could potentially lead to different interactions with motivated reasoning processes.
Third, participants in my study make judgments individually. Thus, results may not speak
accurately to settings where strategy evaluation is done in groups. Evidence from psychology
suggests that results may intensify with group decision making (e.g., see Schulz-Hardt et al.
2000), though different levels of involvement in initiative and measure selection among group
members could mitigate these effects (Schulz-Hardt et al. 2006). Fourth, participants in my study
were students with little experience using the balanced scorecard. Though this feature of the
subject pool allows for a more powerful manipulation of participants’ understanding of the
causal chain, it potentially calls into question inferences from the study relating to more
experienced scorecard users. However, research in psychology suggests that even experts fall
prey to the effects of motivated reasoning (Cuccia et al. 1995; Hackenbrack & Nelson 1996;
Cloyd & Spilker 1999; Phillips 2002; Beeler & Hunton 2002; Wilks 2002; Kadous et al. 2003;
Han et al. 2006; Moore et al. 2006; Nelson 2006; Kadous et al. 2008), suggesting that results
from this study are likely generalizable to more experienced managers.

This study contributes to accounting research by providing important insights into the
balanced-scorecard implementation process. Prior empirical research on the balanced scorecard
has focused primarily on scorecard usage, holding constant issues relating to scorecard
implementation. This study explicitly manipulates manager involvement in the scorecard
implementation process, and shows how motivated reasoning impacts evaluations when
managers are involved in the selection of scorecard initiatives. Further, results suggest that a
causal view of the scorecard, in conjunction with involvement in scorecard measure selection,
helps mitigate these effects. Finally, unlike the majority of empirical research on the balanced
scorecard, this study focuses on the use of the scorecard for developing and evaluating strategy,
currently a major emphasis among scorecard proponents (e.g., see Kaplan & Norton 2001).

BOl'lpOCbI AJISl PasMBIIIVICHUA

1. B uem cyTth Takoro MHCTpyMeHTa Kak «Cucrema cOaraHCHpOBaHHBIX mnokazateneity, CCII
(Balanced scorecard, BSC)?

2. Kakue ocHOBHBIE poOJIEMBbI pACCMATPUBAIOTCS B HACTOSIIIEM HCCIICTIOBAHUN?

3. Hackombko KOpPpCKTHa IMPUBCACHHAA MCTOHOJIOTHA HCCICAOBAHHA, KAKOBBI TpaHHUIIbI €€
MNPUMCHUMOCTHU B U3YUCHUU HaHHOﬁ HpOGJ’IGMBI?

4. TIpOKOMMEHTUPYHUTE OCHOBHBIE PE3yJIbTAThl HCCIICTOBAHNUS.
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Biok 4. «YmnpaBjieHHe NPOEKTAMHU: TPOEKTHBIH AaHAJW3, WHBECTHIHH, TEXHOJOTHHU
peasn3anum»

o 7 o o
HpO‘{I/ITaI/ITe CTaTbIO H CACIAUTC €€ KPUTUYCCKUHN aHaJIM3 Ha PYCCKOM SA3BIKE.

“I know I'm not really supposed to, but | tend to... ”

Hearing such statements repeatedly from competent, experienced practitioners should
provoke concern and curiosity in academics and researchers. Concern since it implies that the
guidance, techniques, processes and practices codified in texts and advocated by professional
bodies appearinadequate or inappropriate. This in turn suggests that the underlying theory and
assumptions need to be revisited, at the very least to understand why such deviations or
anomalies might occur.

Over the last 50 years, project management, as a formal management discipline, has
transcended its origins in engineering, aerospace and defence and is now used in most sectors to
undertake myriad change initiatives (Morris 1994). Traditional tools and techniques are largely
drawn from operations research, have been augmented by topics such as procurement, team
development, stakeholder management and project leadership. Professional associations (PMI,
APM), have been formed and have grown rapidly.

The term project is now applied to the management of whole product life cycles.

The extensive use of projects has brought with it a perceived need to coordinate and
balance their diverse interests and priorities, to deploy resources effectively, and to develop new
capabilities and infrastructure incrementally towards the achievement of strategic goals and
aspirations. Programmes and programme management in their many guises have emerged to fill
this need. Programme management has been seen as a mechanism for coordinating and directing
related projects (Ferns 1991; Gray 1997). Maylor et al. (2006) suggest that programmes and
portfolios facilitate managerial sense-making and control in complex organisations where
projects are the principal units of work. Others have advocated the concept of enterprise
programme management — structures and processes creating tight linkages between
organisational strategy and the totality of its projects and related change activity (Williams &
Parr 2004; Gaddie 2003).

Programmes and programme management have been used to do more than coordinate
projects. Acquiring, developing, maintaining and enhancing a capability has been called a
program(me) in the Aerospace and Defence (US). Programme management has long been used
for major systems development in IT. More recently, programmes and programme management
are being cast as the management approach for bringing about societal change and organizational
transformations (OGC 2003, 2007). P2M says that programme and programme management is a
“practical capability” to respond to external changes, which allows flexibility and copes with
ambiguity, complexity, uncertainty and expandability (P2M 2008). Pellegrinelli (1997) attributes
to programmes a broader role and meaning encompassing the initiation and shaping of projects
and a process for the realisation of broader strategic or tactical benefits (Murray-Webster &
Thiry 2000).

Central to project management professional bodies’ conceptualisations of programmes,
though, is the coordination of projects and related non-project activities. The PMI Body of
Knowledge defines programmes as: “a group of related projects managed in a coordinated way
to obtain benefits and control not available from managing them individually” (PMI 2008a). The
APM Body of Knowledge defines programmes as the “coordinated management of related
projects, which may include related business as usual activities that together achieve a beneficial
change of a strategic nature for an organisation” (APM 2006). This latter definition taps into a
growing tendency to view programmes as vehicles for bring about complex change. Some
common features can be distilled from literature and normative guidance on programmes and
programme management. Most of this literature uses notions and definitions of projects and

’ Cratest cocrasnena mo: Pellegrinelli S. What’s in the name: Project or programme? // International Journal of
project management, 29 (2011), pp. 232-240.
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project management as benchmarks or comparators for describing programmes and programme
management. Benefits, stakeholders, and governance are more prominent. The shift from outputs
to outcomes is cited along with far greater emphasis on understanding, and actively seeking to
realise, the anticipated benefits. Thus, those involved in programmes need to appreciate strategic
context and drivers, and to balance ‘business as usual’ with bringing about change. The
programme team needs to communicate, consult and involve those involved in or affected by the
change. Programme interdependencies and factors that could affect, constrain, block or influence
the outcome(s) need to be identified and addressed. The latest edition of UK’s Office of
Government Commerce’s publication, Management Successful Programmes (OGC 2007),
positions programmes management as able to accommodate high levels of complexity,
ambiguity and risk, and recognises a degree of emergence: the possibility of temporal
indeterminacy, reframing boundaries and re-planning.

Advocates of a distinct programme management discipline have sought to distinguish it
from project management, staking out programme ‘ground’ and urging programme practitioners
to approach their work differently. Sceptics argue that programme management reflects a narrow
conception of project management, disconnected from the lived experiences of competent
practitioners. A very large project is sometimes explicitly conceived as a programme form — the
mega-projects (e.g. P2M 2008). Implicitly, component project is analogous to work package and
project manager to work package manager. The argument put forward is that managing a mega-
project has much in common with managing a programme (or another form of programme).

There has been, widespread view that programme management is part of, or an extension
of, project management.The themes, concepts, language and techniques in many texts (e.g. PMI
2008b; OGC 2007) have large been drawn, extrapolated and adapted from project management.
In the construction sector, for instance, the distinction between project management and
programme management, and their relative merits, is neither fully understood nor appreciated.
Sometimes the words project and programme are used interchangeably (Stretton 2009). So
what’s in a name?

2. Labels and their implications

The naming or labelling of a phenomenon or entity, whether already ‘in existence’ or to be
‘initiated’, has profound consequences that most practitioners do not fully appreciate. The name
or label invokes a set of assumptions and constructs that shape how we conceive of the
phenomenon, our perception, understanding and actions.

That we may routinely construe projects as inherent features of our organisational or
societal landscape, with a well established body of theory and practice, is a testament to how
successfully they have been naturalised. Drawing on the work of Foucault (1972) in which he
demonstrates that we create the object of study and then, over the course of time, forget that it is
our creation and treat it as an external, objective aspect of reality, Hodgson and Cicmil (2006)
argue that the concept of a ‘project’ and the discipline of project management have been socially
constructed. Projects management’s purported capability to harness the skills and energy of
otherwise (relatively) autonomous knowledge workers and deliver, in a controlled and efficient
way, complex customized solutions has been valued with organisations facing rapid and
unpredictable change. A functionalist, instrumental rationality dominates practitioners’ and
researchers’ conceptions of project management.

The study and framing of project management within a paradigm drawn from the physical
and natural sciences is understandable given project management’s intellectual roots in
operations management and engineering. In many instances, it has served well and generated
significant organisational and societal value. Labelling an initiative, set of activities or working
arrangement as a ‘project’, implies that the prevailing project management model, namely a
coherent set of prescribed processes and techniques as encapsulated in bodies of knowledge and
management texts, is perceived as a reasonable approach for dealing with the challenges and
needs of the situation. Such models form part of wider institutions — symbolic frameworks that
guide behaviour and lend stability, regularity and meaning to social life (Scott 2001).
Institutional elements, whether regulative, normative or cognitive-cultural, constrain as well as
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guide social behaviour. Institutional isomorphism (DiMaggio & Powell 1983) generates certain
shared expectations of behavior and performance, and discourages criticism, deviation and non-
conformity. Project management standards, influenced by the physical and natural sciences’
ideals of theory — explicit, universal, abstract, discrete (i.e. context independent), systematic,
complete and predictable (Flyvbjerg 2001), risk assuming the status of universal laws rather than
pedagogical aids. The dominance of this view of projects and project management deters
deconstruction and critique, marginalises other voices and exerts unacknowledged coercive
forces (Hodgson & Cicmil 2006). Even the sceptics have to believe in and apply the project
management model: they may know what they are supposed to do, but...

Project management failures have been attributed to poor execution, a lack of maturity,
inadequate skills and expertise or external factors, rather than a fundamental shortcoming of the
project management model. Its logical coherence is difficult to challenge and its pervasiveness
suggest a local shortcoming or anomaly.

Yet others, in the face of repeated failures, have pointed to an over reliance on an
unquestioned rationalist paradigm (Williams 2005; Hodgson & Cicmil 2006). Some researchers
have risen to the challenge and have adopted fundamentally different perspectives (e.g. Cicmil
2006; Engwall 2003; Manning 2008 etc). From an academic perspective, a greater plurality of
ontological and epistemological commitments has informed research over the last two decades.
In academia at least, the dominance of the rational instrumental tradition is slowly being eroded.

Nonetheless, many practitioners have absorbed, internalized and apply the functionalist,
instrumental model of project management. They believe it delivers the results desired by senior
managers and stakeholders. For many managers, the functionalist, instrumental model of project
management is an extension of established management practices and complements other
disciplines. Despite acknowledged imperfections and challenges, it has performed well. New
insights are often selectively absorbed, oblivious to their ontological and epistemological bases,
sometimes extending but rarely challenging their taken-for-granted views of the world. Whether
the work is called a project or a programme, this model is the natural(ised) choice and is applied.
In some cases this may lead to failure (Pellegrinelli & Partington 2006). Moreover, adherents of
the functionalist, instrumental model may be expecting, advocating or even foist the norms,
processes and behaviours on others. In the absence of a well articulated alternative, isomorphic
pressures are difficult to resist. Project management and programme management become
conflated, or any differences relegated to issues of subtle nuance or arbitrary terminology.

What are the implications of labelling an initiative a programme rather than a project?

Pellegrinelli et al. (2010) contend that projects and programmes, are part of a wider field of
purposeful and structured change, but that there are qualitative differences between projects and
programmes. While programme management emerged from project management it now
encompasses, theories and techniques from other fields. It has evolved to cope with purposeful
and structured change beyond even an inclusive, holistic conception of project management
(Morris 2009): programmes are better at addressing contexts of change characterised by
environmental uncertainty and/or ambiguity, complexity, embeddedness and sheer scale.
Projects and programmes, sometimes, in choosing to define a change as a project rather than a
programme, a trade-off is made between focus, control, efficiency etc. described as project
characteristics, and flexibility, accommodation and staged benefits realisation, describe as
programme characteristics. Where projects are components of programmes, project and
programme management approaches are complements not substitutes.

Labelling an initiative as a programme, and differentiating clearly between a programme
and a project, affords the opportunity to adopt a different model: a set of constructs, conceptions,
given the content and context of the initiative, are more likely to be insightful, useful and
supportive. The assumptions inherent in a functionalist, instrumental paradigm can be relaxed or
replaced with others.

3. Towards a becoming or social constructionist model of programmes
Lineham and Kavanagh (2006) argue that a particular weakness of the prevailing
conception of projects is a ‘being’ ontology (Chia 1995) that casts projects as discrete, concrete
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entities. A being ontology privileges a reified conception of a project — separation, definitions,
and boundaries — given form, expression and substance by the documents produced by the
project team. The project is independent of the observer. ‘Becoming’ (Chia 1995) ontology
draws attention to the social processes that initiate and sustain a project. Rather than a static
construct crystallised in progress reports, a becoming ontology brings to the fore the dynamic,
evolving nature of projects. Cicmil’s (2006) research has highlighted how project managers
engage with organizational members to accomplish cooperative activity, cope with multiple
voices and ambiguous goals. Project managers continually negotiate direction and plans, think
on their feet and understand the social and political context in which they work. They experience
and deal with emotions, reflect and balance the rational objectives with considerations of
legitimacy and equity. Cicmil’s research offers us a counter-balance to the more conventional
conception of project managers as “rational technicians”.

Notable empirical research in relation to programmes and programme management has
been grounded in a becoming or related social constructionist ontology (Berger & Luckmann
1966; Weick 1995). For instance, competence (Partington et al. 2005) indicates that programme
management’s leading exponents have qualitatively different conceptions of and approaches to
work compared to their project counterparts. There found four qualitatively distinct conceptions
(theories-in-use). Lower-order conceptions are grounded in a conventional model of project
management and focused on the delivery of scope. Higher-order conceptions incorporate socio-
political dimensions and the need to embrace uncertainty, ambiguity and the possibility of failure
and focus on organisational or societal goals and benefits, which can transcend the scope and
horizon of the programme itself.

The being ontology and instrumental rationality, deemed a weaknesses in conceptions of
project management, appear even more unsuitable for an approach intended to facilitate
transformational change in organisations or society (Tsoukas & Chia 2002).

Assuming related social constructionist ontology for programmes draws our attention to
other aspects of, and presents another way of studying programmes and programme management
(Cicmil et al. 2006). We can draw upon theories and perspective form other disciplines to ground
or inform our research (Pellegrinelli et al. 2010). Qualitative, interpretive research methods can
give us access to otherwise tacit, contextual aspects of the work of those involved in
programmes.

Drawing upon and extending what we know about programme management practice, we
can infer and speculate on how guidance to practitioners might change if it were grounded in a
becoming or social constructionist ontology. For instance, in relation to an organisational
transformation the notions of programme management might feel very different from the way
they are currently described:

A programme is an organisational construct brought into existence to become a nexus of
sense-making, evaluative and political processes and resource allocation decisions associated
with the realisation of a change that may be vaguely defined, ambiguous and/or contested. A
programme is essentially emergent in nature, inspired by a vision or outcome, yet sustained and
shaped through on-going interaction and negotiation within its community of interest. Beyond its
formal organizational form, a programme acts as a visible symbolic representation of (a desire
for) change.

A programme is enacted by its principal players and by a diffuse range of contributors and
collaborators, drawing upon their diverse expertise, conceptions and repertoires of action
strategies. These outcomes are derived and continually revised through dialogue and negotiation,
reconciling technological constraints, aspirations, business imperatives etc. The programme
players should reflect a consensually desired trajectory yet retain the openness and flexibility
commensurate with the complexity, ambiguity and instability of the business environment.

Some programme activities, such as projects, may have prescribed forms, definitions and
boundaries. Projects, within the construct of the programme, are thus deliberate crystallisations
of intent that permit the application of structured techniques and approaches towards the efficient
realisation of (predominantly) tangible deliverables. Other activities, such as processes of
engagement, communication, consultation etc. are by their nature more improvised. The aim is
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for all programme activities and practices to be seamlessly interwoven and integrated within the
on-going fabric of the organization to facilitate the absorption, adaptation and practical evolution
of new capabilities. Cumulatively, programme work should actively strive to address the shifting
strategic priorities and desired outcomes.

Prevailing power structures and relationships strongly influence formal governance
arrangements. The inclusion and contributions of the community of interest sustain the
legitimacy of the programme and motivate effort. Permeability of a programme’s boundaries
enables reciprocal influence, through information exchange, advocacy, sense-making and sense-
giving.

Transformational organisational change entails new behaviours, attitudes, and ways of
working, and the programme’s principals need to recognise and embrace the emotions such
changes evokes.

For some practitioners the guidance above may be disconcerting. The ontological security
of a defined entity with a fixed goal, a formal hierarchy and structure is replaced by a fluid,
almost ethereal, construct subject to constant negotiation and redefinition. The very notion of
management, with its connotation of planning, directing and controlling, is replaced by the
notion of enactment within a diffuse set of relationships and ambiguous power structures. Sea-
sickness at the thought of an undulating relativism, stretching into an indeterminate horizon and
devoid of fixed references or solid ground, is understandable.

For other practitioners, though, it will be a reflection and an articulation, of their lived
experiences — what they often see and tend to do. Most organisations today, seem to face
dramatic and unpredictable economic, social and environmental change. Networks of partners,
suppliers and contracted service providers, and self-directed teams made up of relatively
autonomous knowledge workers, are making organisations far more fluid and the need for
engagement and consensus far more pressing. The absence of clarity and certainty is not an
impediment to action, but a call for it — to ‘get on’. Social reality for them feels malleable and
changing, amenable (at least to some degree) to their influence.

Assuming a becoming or constructionist ontology does not mean slipping into a pure
subjectivism or solipsism where the world is a creation of the mind and truth claims are beyond
challenge or critiqgue (Burrell & Morgan 1979). As with anymodel, its application will and
should be characterised by re-interpretations, compromises, contextual adaptations and
evolution. We would need to learn more about how the conscious adoption of such a model
might unfold in practice and what guidance could be offered to practitioners.

4. Labels: choice or complements

The co-existence of two models for effecting purposeful and structured change implies an
opportunity or need to choose. Our lenses influence what we observe and how we account for it.

But, practitioners have pragmatic concerns — what are they to do? They bring into
existence, at some level, and undertake projects and programmes. A becoming or constructionist
model of programme management offers a distinct conceptual and practice-oriented alternative
to the functionalist, instrumental model of project management rather than a variant or extension
of it. If the dominant project management model is as entrenched and yet flawed as some
commentators suggest (e.g. Williams 2005; Hodgson & Cicmil 2006), acceptance and use of an
alternative model for programme management within an organisation would offer greater
flexibility and choice. It would offer alternative perspectives with which to frame and shape an
initiative, set of activities or working arrangement. It would also seem a reasonable conjecture
that individuals, alone and collectively, would use their knowledge and understanding of the
models as cognitive resources in simultaneously shaping and matching initiatives to their models
(Martinsuo & Lehtonen 2006; Giddens 1984).

A clearer distinction between project and programme management would not only
facilitate a choice between them but also their complementary co-existence. Adoption of a
(becoming or constructionist) model of programme management would encourage different
ways of thinking and acting such as: embracing change, fostering inclusion, blurring boundaries,
iterating, deferring decisions, building in redundancy. If knowledge and acceptance of the model
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were widely diffused within the organisation, these notions and practices would be accepted
practice in a programme context. The isomorphic pressures to act in a programme context
according to the functionalist, instrumental model of project management would be reduced.
Practitioners, who instinctively (seek to) mould their ambiguous and changing social reality,
could draw a sense of empowerment and legitimacy for their views and actions. Yet, cosseted
within a programme, component projects (can) become islands of relative order, stability and
predictability focused on the delivery of tightly defined objectives. In Sergi’s (2009) terms the
component project is a more bounded becoming: the programme can effectively circumscribe
and partially insulate the work of the project from the on-going stream of activities and sense-
making. Some degree of structure and order can effectively be created or imposed. Rational
instrumentalism in such circumstances may be pragmatically warranted or acceptable. The
smaller scope and shorter duration, the more rational instrumentalism would appear appropriate.
The strengths of the traditional project management approach are leveraged. Projects, along with
non-project activities, deliver concrete changes, and give shape and form to the programme. In
such circumstances, the two approaches are mutually dependent and supportive. Those
practitioners for whom the undulating relativism of programme management is uncomfortable
can still work in more structured fashion on projects and so generate significant value.

Such a pragmatic reconciliation would finesse the need for practitioners consciously to
consider, chose between or declare ontological commitments, but more simply to gravitate
towards and operate within the constructs of one or other model (or yet other models still to be
determined). It might also go a long way to addressing the tensions experienced by programme
(and project) practitioners in relation to the organisational factors perceived to help or hinder the
performance of their work (Pellegrinelli et al. 2006).

5. Final thoughts

Project management has evolved as a result of and in response to the demands placed on its
practitioners, and has proven its value in many settings. The contention is that, despite recent
forays by researchers adopting interpretive or critical perspectives, much of the literature and
most of the professional standards and guidance in project management has remained rooted
within a functionalist, instrumental paradigm. The extension of this paradigm to programme
management threatens to reduce this approach to an extension or variant of project management.
Obviously concepts and techniques can be refined and adapted. Yet, initiatives can consciously
or unconsciously be shoehorned into the taken-for-granted, functionalist ways of working. This
can lead to compromises, shortfalls in performance and/or missed opportunities (Pellegrinelli &
Partington 2006). At some point a different model proves to be more fruitful.

The central argument of this paper is that a programme management model, grounded in a
becoming or social constructionist ontology and practised by reflective, context sensitive and
value/ethically aware practitioners provides both an alternative way of shaping and undertaking
change initiatives. It complements and facilitates mutual support and co-existence with
traditional project management approaches within an organisation. Distinctiveness of the two
models offers comparison, choice and flexibility — virtues in this increasingly ambiguous,
turbulent and unpredictable world.

A pragmatic reconciliation is proposed to facilitate the co-existence of distinct paradigms
underpinning the models of project management and programme management. While debates on
paradigm commensurability or incommensurability may interest few practitioners, they matter
within an academic and researcher community. True to our own ontological and epistemological
commitments, our research can enrich our knowledge and understanding. We thus contribute to
the elaboration of models that guidance practitioners and inform practice. In particular, we need
to understand and share with the practitioner community where these models serve well, where
they overlap and their limitations. Otherwise, we engage in purely an academic exercise.
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Bonpocs! 1J1s1 pa3MbILILJIeHHSA

1. B yeMm, Ha Baml B3IV COCTOST Pa3IuuUsl MEXKIY KaTETOPUSMH «IIPOEKT» U «IIporpamma»? B
4eM HEOOXOAMMOCTh HCIIOJIb30BAHUS TEPMHUHA «IIPOTPAMMa» HapsIly C TEPMUHOM «IIPOEKT»?
OO0oCHYHTE OTBET U IPUBEAUTE TIPUMEPHI.

2. B uem 3akiiouaeTcs MPOTHBOPEUHE MEXKIY CYIIECTBYIOIMIMMHU MOEISMH IMPOEKTHOTO M
IPOrPpaMMHOI0 MEHE/PKMEHTa B paMKaxX WHCTPYMEHTaJbHOW KoHuenuuu? Tpebyercs nu
coBepuieHcTBOBaHUE Mojenei? [louemy?

3. B ueM cocTosAT U3MEHEHHUs MMOAX0AA K YINPABICHHUIO MPOEKTAMU B YCIOBMSIX BO3pacTarollei
HeolpeAeeHHOCTU cpeabl? MoeT 1M M KakuM 00pa3oM YIpaBlIeHUE HPOrpaMMOil ObITh
UCIIOJIb30BAaHO B YCIOBUSAX HapacTaHHs HEONPEIEIEHHOCTU U CTPATErnYeCKUX U3MEHEHU?

4. Kak, Ha Baml B3IVIAJ, HOBas KOHLENUUS IPOrpaMMHOIO MEHEDKMEHTa U B €€ paMKax
IPOEKTHOIO MEHE[UKMEHTa MOXKET ObITh HcCIoJIb30BaHAa Ha mnpakthke? K kakum
CYILIECTBEHHBIM U3MEHEHUSIM 3TO MOKET IPUBECTU?
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baok 5. «YnpasJjieHHe 4e10Be4eCKMMHU pecypcaMm»
IIpounTaiite cTaThi0® ¥ creraiiTe ee KPUTHYECKUM aHAJIN3 HA PYCCKOM S3BIKE.

One significant development in understanding leadership in the past decade has been the
emergence of theories of charismatic and transformational leadership (e.g., Bass 1985; Conger &
Kanungo 1987; House 1977; Locke et al. 1991). Although the terms charisma and
transformational leadership are often used synonymously, Bass (1985, 1990) separates them,
with charisma forming a part of transformational leadership. Within Bass's approach,
transformational leadership includes charisma (providing a vision and a sense of mission, and
raising followers' self-expectations), intellectual stimulation (helping employees emphasize
rational solutions and challenge old assumptions), and individualized consideration (developing
employees and coaching); transformational leadership also goes beyond transactional leadership
(or contingent reward, i.e., the exchange of rewards for efforts) in elevating leaders and helping
followers achieve higher levels of organizational functioning. In addition, the relationship
between trans formational and transactional leadership is clarified in the augmentation
hypothesis, which is that charisma contributes unique variance to performance after the effects of
contingent reward are considered (Waldman, Bass & Yammarino 1990). Bass's transformational
leadership theory is now generating increasing levels of conceptual and empirical interest.

Several studies now document significant correlations between transformational leadership
facets and organizational functioning. For example, subordinates' satisfaction with'their
supervisors is associated with the extent to which supervisors manifest transformational
leadership (e.g., Hater & Bass 1988; Koh, Steers & Terborg 1995). Higher levels of
transformational leadership are also associated positively with subordinates' organizational
commitment, irrespective of the commitment measure used (Bycio, Hackett & Allen 1995; Koh
et al. 1995), organizational citizenship behavior (Koh et al. 1995), and performance (Bass 1985;
Howell & Avolio 1993). Similarly, a school principal's transformational leadership is associated
indirectly with student performance (Koh et al. 1995). In a somewhat different context, shop
stewards' transformational leadership was associated with rank-and-file members' commitment
to, and participation in, the union (Fullagar, McCoy & Shull 1992; Kelloway & Barling 1993).
Added support for the importance of transformational leadership comes from Howell and
Avolio's (1993) findings that branch managers' transformational leadership (defined as charisma,
intellectual stimulation, and individual consideration) predicted consolidated business unit
performance 1 year later. Methodologically, their study improved on previous studies in that they
used longitudinal data and did not rely on single-source data.

At least two studies using experimental designs have also indicated the importance of
transformational leadership as a precursor to performance. Howell and Frost (1989) found that
student participants working under charismatic leaders demonstrated higher task performance
than those working under considerate leaders. Importantly, the effects of charismatic leadership
emerged regardless of the productivity norms.

Kirkpatrick and Locke (1996) conducted a laboratory simulation with business students, in
which they manipulated (by using trained confederates) three core aspects of charismatic
leadership, namely, vision, vision implementation through task cues, and communication style.
Only vision and vision implementation affected performance outcomes and attitudes, with the
exception that leaders' charismatic communication style influenced followers' perceptions of
charisma.

Nonetheless, the utility of transformational leadership cannot be gleaned adequately
without a demonstration that changing leadership styles is both possible and likely to result in
changes in subordinates' perceptions, attitudes, or performance. Some evaluations of the effects
of transformational leadership training have been reported. For example, Popper, Landau and
Gluskinos (1992) described a transformational leadership training program for infantry cadets in

8 Crares cocrasnena mo: Barling J., Weber J., Kelloway E.K. Effects of transformational leadership training on
attitudinal and financial outcomes: A field experiment. // Journal of Applied Psychology, 81(6), 1996, pp. 827-832.
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the Israeli army. Popper et al. argued that the training was successful because it helped
participants crystallize their roles and their intention to implement what they had learned.
However, although interesting, these data are grounded primarily on reaction outcome criteria
and hence are limited. Even when quantitative data were reported, one-item scales were used,
and no inferential statistics compared the effects of transformational programs with what Popper
et al. described as traditional leadership programs.

In this study, we used three different levels of outcome criteria in assessing the
effectiveness of training branch-level managers in transformational leadership. First, if the
training is effective, subordinates would see changes in their managers' leadership behaviors; no
change would be manifested if there was no training. Second, where transformational leadership
is enhanced, subordinates' commitment to the organization would change (e.g., Koh et al. 1995;
Mathieu & Zajac 1990). Third, if transformational leadership is enhanced and subordinates'
commitment to the organization increases, financial performance of the unit in question may be
enhanced (Howell & Avolio 1993). To our knowledge, there do not appear to be any published
empirical evaluations of training programs based specifically on transformational leadership
theory that use "hard" outcome criteria. The aim of the current study was to provide such an
analysis. In doing so, we conducted a field experiment in which bank branch managers were
assigned randomly to either a training or control condition. Our use of a true experimental design
allows us to extend the current literature by assessing the causal influence of transformational
leadership on subordinates' perceptions, attitudes, and performance.

Method

Participants and Setting

The study took place in one region of one of the five largest banks in Canada. There were
20 branches in the region, each with its own manager. We classified branches by size according
to the number of full-time employees. There were three large branches (between 40 and 60 full-
time employees), eight medium-sized branches (15-39 full-time employees), and nine small
branches (14 or fewer full-time employees).

The managers of each of the branches, which were geographically isolated from each
other, were randomly assigned to either the control or the training intervention. In the training
group, there was one manager from a large branch, four from medium-sized branches, and four
from small branches. The training group had five male and four female managers; the control
group had six male and five female managers. At the same time that each manager was initially
approached, they were asked to nominate five employees who reported directly to them to
complete the relevant questionnaires. Where numbers allowed (i.e., in large, medium, and some
small branches), managers were asked to provide names of employees who reported to them
directly. In some smaller branches this was not always possible, and all available employees
were asked to participate.

Questionnaires

There were three different outcome variables, namely, subordinates' perceptions of their
branch managers' transformational leadership, subordinates' own organizational commitment,
and two indices of branch-level financial performance.

To assess the dependent variables, we used the Multifactor Leadership Questionnaire
(MLQ)—Form 5 (Bass & Avolio 1990) for subordinates' rating of their managers' leadership.
Through the MLQ-Form 5, we obtained measures of three aspects of transformational
leadership: (a) charisma, obtained by combining idealized influence ("makes me proud to be
associated with him/her™) and inspirational motivation ("has a vision that spurs me on"); (b)
intellectual stimulation (“enables me to think about old problems in new ways"); and (c)
individualized consideration (“gives personal attention to those who seem neglected"). Ratings of
transactional leadership and laissez-faire leadership can be obtained but were of no conceptual
interest and were thus excluded because they would only have increased the family-wise error
rate (i.e., Type | errors), which was a concern given the relatively small sample size. The
reliability of these subscales was satisfactory in Bass and Avolio's (1990) samples (a > .77). As
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measured by subordinates' perceptions, these scales were internally consistent at both pretesting
and posttesting: Intellectual stimulation and individualized consideration were .96 at both time
periods, and charisma was .98 and .97 at pretesting and posttesting, respectively.

Subordinates completed the nine-item short form of the Organizational Commitment
Questionnaire (Mowday, Porter & Steers 1982). (Mowday et al. showed that the internal
consistency of this shortened form is equal to that of the full questionnaire.) In our study, the
internal consistency for all subordinates was highly satisfactory (a = .96 at both testing periods).
We used two variables to assess financial performance at the branch level. Because
transformational leadership might influence sales performance (Jolson, Dubinsky & Yammarino
1993), we used the number of personal loan sales, as well as the number of credit card sales. The
data for both these variables were taken from the region's regular records, and we chose these
two specific variables because they may be responsive to branch managers' transformational
leadership, which would presumably raise employee expectations, clarify the mission, challenge
old assumptions about unproductive performance methods, and coach employees. Moreover,
these particular measures were thought to be responsive to leaders' behavior within the time
frame of the current study as opposed to other measures of financial performance (e.g., overall
profitability) that would be less responsive to individual behaviors in the short term. Financial-
outcome data were weighted by the number of full-time staff employed in each branch to control
for branch size.

Subordinates completed the MLQ and Organizational Commitment Questionnaire 2 weeks
before the training program commenced and 5 months thereafter. Measures of branch-level
financial performance were taken at the same time.

Training Intervention

There were two different aspects involved in the training program. A 1-day group-based
training session was held for all branch managers in the experimental group, and this was
followed by a series of four individual booster sessions.

Group-based training program. The purpose of the 1-day training session was to
familiarize participants with the central concepts of transformational leadership and to discuss
and roleplay how transformational leadership might be implemented in their work context. In the
first segment, participants were asked to identify sequentially the characteristics of the best and
worst leaders they had ever encountered. The characteristics identified were placed in the context
of transformational, transactional, and laissez-faire leadership (i.e., the workshop facilitator
related each identified characteristic to the relevant leadership theory). Thereafter, participants
were introduced in a more formal manner to transformational, transactional, and laissez-faire
leadership and to research findings demonstrating correlations with relevant outcomes.

The second segment was designed to help participants take the conceptual constructs and
apply them to their own work situations. Participants were first introduced to the notion of goal
setting (Locke & Latham 1984), specifically the notion that performance is maximized when
goals are specific and difficult but attainable. Participants were placed in groups and assigned
various exercises; the initial exercises focused on assigning goals for themselves concerning
their own transformational leadership (e.g., encouraging employees to generate their own
solutions rather than merely providing them with solutions). Other exercises included the role
playing of changed leadership behaviors and identifying specific leadership behaviors that would
be consistent with their organizational mission statement. On completion of each exercise,
plenary sessions were held for group discussions.

Individual booster sessions. The first individual session took place the day after the group
training. Each manager in the training group met individually with the first author. The purpose
of this initial session was two-fold. First, feedback on the managers' leadership style was
provided based on data from the self-report and subordinate questionnaires. Second, specific
personal action plans for the following month were developed for each manager. Goals were
then set together with the individual managers relevant to achieving their own action plans. In all
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cases, participants were reminded of the importance of setting specific, attainable goals. In
addition, the importance of their maintaining any changes in their own behavior over time was
emphasized. In the subsequent three sessions, the implementation of these leadership plans over
the prior month was considered and modified as appropriate.

Two additional points about the training program should be mentioned. First, primary
emphasis was placed on the notion of becoming intellectually stimulating: This was invariably
the lowest transformational score at pretesting for both the control and intervention groups.
Arguably, intellectual stimulation is easier to change than charisma. Because this score was the
lowest for everyone, there is less likelihood of scores having been influenced by a ceiling effect.
Effecting any changes in subordinates’ perceptions of leaders' charisma and individualized
consideration may take longer than directly challenging their assumptions.

It would be consistent with recent calls for organizational leaders to generate ideas and
novel approaches in the organization (e.g., Drucker 1995). Second, managers in the training
group were encouraged to discuss ideas and experiences with other members of the group but to
refrain from having similar discussions with managers in the no-training control group or
subordinates in either of the two experimental groups. (Although managers in the trained group
were told that there was a second comparison group, the nature of the experimental design and
hypotheses were not revealed until after the study had concluded.)

Results

Descriptive statistics and intercorrelations for all attitudinal variables at pretest and posttest
are presented in Table 1. We began by assessing group differences on the pretest scores using a
multivariate analysis of variance. A significant multivariate effect was obtained, F (4,76) = 5.24,
p < .01. However, none of the follow-up univariate analyses of variance (ANOYAs) attained
significance, although one (subordinate ratings of charisma) approached significance, F (1,79) =
3.75, p < .06. To further explore pretest differences, we conducted a series of Roy-Bargman
stepdown analyses. The three measures of leadership were assessed first in the order in which
they were emphasized in the training program (i.e., intellectual stimulation, individual
consideration, and charisma). Organizational commitment was entered on the last stage of the
stepdown analyses. Only one significant effect emerged: Subordinates' pretest ratings of
charisma were higher in the control group than they were for the training group, F (1,77) =
19.43, p < .01

Table 1
Descriptive Statistics and Intercorrelations of Attitudinal Variables at Pretest and Posttest
for the Intervention and Control Groups

Intervention Control
Variable Mean SD Mean SD 1 2 3 4 5 6 7 8
Pretest
1. Intellectual stimulation 2,45 0,78 2,61 0,84 --
2. Individualized consideration 2,59 0,89 2,74 0,92 .92% -
3. Charisma 2,63 0,78 2,94 0,81 .93* .96* --
4. Organizational commitment 53 1,28 5,59 1.09 -0.05 -.03 -0.01
Posttest
5. Intellectual stimulation 2,83 0,73 2,62 0,9 .84%  78*%  78* -0.04 -
6. Individualized consideration 2,82 0,87 2,69 0,89 .86*%  .82*%  .84* 0.1 .91* --
7. Charisma 2,8 0,83 2,78 0,87 .89*%  .82*  .84* -0.05 .94* .95%
8. Organizational commitment 5,85 0,81 5,58 1.06 015 0.11 016 0.05 0.14 .15 17
Note. n = 9 for training group managers, and n = 11 for control group managers.

*p<.01

To assess the effects of leadership training, we conducted a multivariate analysis of
covariance using the posttest subordinate ratings of transformational leadership as the dependent
measure, the pretest ratings as the covariate, and group membership as the independent variable.
Significant multivariate effects were obtained for the covariates, F (16,220) = 12.06, p <.01. The
pretest measures were related to posttest measures of intellectual stimulation, F (4,75) = 52.50,
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p < .01, R? = .74; individual consideration, F (4,75) = 68.39, p< .01, R* = .79; charisma, F (4,75)
= 78.56, p< .01, R® = .81; and organizational commitment, F (4,81) = 2.51, p > .05, R* = .12.

A significant effect also emerged for training, multivariate F (4,72) = 6.88, p < .01. To
assess the training effects on individual variables we conducted a series of univariate ANOVAs
and a Roy-Bargman stepdown analysis. Significant univariate effects emerged for all four
dependent measures: intellectual stimulation, F (1,75)=16.32, p<.01, n°=.156; individual
consideration, F (1,75) = 12.76,/x. 01, r,2 = .142; charisma, F (1,75) = 7.54, p<.01, n2: .069; and
organizational commitment, F (1,75) = 5.72, p < .02, n*> = .057. However, in the stepdown
analysis, which accounts for the intercorrelations among the dependent variables, only two
effects were retained. Subordinates of the trained leaders reported significantly more positive
perceptions of leaders' intellectual stimulation, adjusted M = 2.92 vs. 2.53, F (I,75) = 16.32, p <
.01; comparable levels of both individual consideration, F (1,74) = 1.55, p >. 05, and charisma,
F (1,73) = 1.34, p > .05; and significantly higher organizational commitment, adjusted M = 5.96
vs. 5.47, F (1,72) = 6.63, p < .02, than subordinates of untrained leaders.

To assess the effects of leadership training on financial outcomes, we conducted a series of
univariate analyses of covariance controlling for pretest financial information (because financial
data are based on the branch, the amount of available data did not permit a multivariate approach
to these data). Given the limited number of data points available, we adopted a level of
significance of less than .10 for these tests. Training effects were significant for the number of
personal loan sales, F (1,17) = 7.69, p < .02, n° = .193, Ms adjusted for branch-level size: .73 vs.
48, and marginally significant for the number of credit card sales, F (1,17) = 3.32, p < .09,
n°=.143, Ms adjusted for branch-level size: 1.10 vs. .87, in the presence of substantially reduced
power. As shown in Table 2, the effects were in the expected direction with the branches in
which managers participated in the training reporting better financial outcomes than those in the
control group.

Table 2
Means Adjusted for Branch-Level Size for the Number of Credit Card and Personal Loan
Sales in The Experimental and Control Groups

Experimental Control
Pretest Posttest Pretest Posttest
Variable Mean SD Mean SD Mean SD Mean SD
Credit Card Sales 1.12 0.28 1.07 0.3 1.27 0.48 0.89 0.3
Personal Loan Sales 0.52 0.14 0.72 0.21 0.54 0.26 0.49 0.32

Discussion

The results of this study suggest the effectiveness of training managers in transformational
leadership. Using a pretest-posttest control group design, ANOVAs showed that the subordinates
of managers receiving training perceived their managers as higher on intellectual stimulation,
charisma, and individual consideration than subordinates of managers in the no-training control
group. In addition, the training program exerted significant effects on subordinates’
organizational commitment, whereas some support emerges for the notion that branch-level
financial indicators might be affected.

This study advances our understanding of transformational leadership in three main ways.
First and foremost, this study extends previous correlational results, and together with
Kirkpatrick and Locke (1996) and Howell and Frost (1989), it provides experimental evidence
that transformational leadership can result in changes in subordinates' perceptions of managers'
leadership behaviors, subordinates' own commitment to the organization, and some aspects of
financial performance. Moreover, this study has extended the experimental findings by
demonstrating that a training and goal-setting intervention is able to change leaders'
transformational behaviors in the expected direction. Second, this study extends Howell and
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Avolio's (1993) findings based on longitudinal data and provides some indication that changing
transformational leadership can exert some effects on financial performance.

The fact that the bank's records were used to generate these outcome variables supports the
external validity of this finding. However, because the findings were based on small samples,
this conclusion remains somewhat tentative. Third, because outcome data were based on branch-
level financial performance, subordinates' perceptions of leadership behavior, and subordinates'
organizational commitment, common source bias inherent in previous research is minimized.

Further research on the effects of enhancing transformational leadership might benefit
from a focus on a number of areas. First, future research should expand the focus of outcomes
considered. We need to know what employee attitudes other than organizational commitment
(e.g., job satisfaction) might be affected, as well as whether other financial outcome criteria can
be affected. The issue of financial outcome criteria is especially important, as the limited sample
size used for the analyses of financial outcome (n = 20) mitigates against significant findings in
this study. The limit emerges from our focus on unit-level financial performance indicators.
Future research could profitably include individual-level performance indicators. Doing so
would allow researchers to (a) address the statistical limitations of the current study as well as to
(b) address the more conceptually important question of the appropriate level of aggregation
(i.e., unit vs. individual) for assessing the effects of leadership on performance.

In a similar vein, it is possible that financial performance is an indirect effect of training in
transformational leadership, mediated by changes in employees' perceptions of leaders' behaviors
and attitudes (i.e., organizational commitment). Thus, the process by which transformational
leadership influences performance is worth investigating for several reasons: (a) There are
suggestions that the perception of leadership reflects an attributional process resulting from
performance (Lord & Maher 1991); (b) Kirkpatrick and Locke (1996) found some support for a
causal linkage model of leadership effects; and (c) the results of the present study should be
replicated and extended.

Second, the feasibility of including an attention placebo control group (which would
control for the Hawthorne effect) and a postintervention manipulation check, both of which
would address issues about internal validity (Cook & Campbell 1979), should be considered.
Third, future research might contrast the role of the group-based training program with the
individual-based booster sessions and analyze their unique effects. Fourth, research might be
conducted to assess whether the effects of transformational leadership training extend to other
contexts such as unions (Barling, Fullagar & Kelloway 1992). Fifth, while the present analyses
showed that the effects of the transformational leadership training program endured for 5
months, future research might investigate whether the benefits are maintained over a longer
period of time.

Sixth, in this study we focused primarily on increasing leaders' intellectual stimulation and,
to some extent, individualized consideration. A more comprehensive analysis of the effects of
transformational leadership must include an attempt to enhance leaders' charismatic behaviors
(e.g., Kirkpatrick & Locke 1996). Without such an intervention, it is possible that our findings
underestimate the effects of transformational leadership. In this regard, we also note that while
our intervention dealt primarily with intellectual stimulation, the empirical data showed strong
correlations between the three dimensions of transformational leadership we assessed. Future
research needs to be directed at the development of nonredundant measures of these conceptually
distinct constructs. Seventh, we chose to study the effects of transformational leadership on
performance 5 months after the initial training took place; however, this might not reflect the
optimal amount of time required for leadership training to exert its effects. Although the
plausibility of this argument is questioned by the significant findings obtained, future theorizing
and research should focus on identifying more precisely when significant effects are expected to
emerge.

In conclusion, although the present results must be replicated using, for example, larger
samples, different outcome criteria, and different contexts, this study suggests that training
managers in transformational leadership may well exert significant effects. If such replications
are successful, the usefulness of transformational leadership would be extended.

37



Bonpocs 1151 pa3MbliJIeHUs

1

O

. KakoBbI OCHOBHBIE ITPOOIEMBI, paCCMaTPUBAEMEBIE B CTAThe?
2.

Kakue u3 npuBENEHHBIX B CTaThe UCCIIECNOBATEIBCKAX METOJOB M BBIBOJOB II0 PE3yIbTaTaM
UCCIICIOBAaHMS MTPECTABISIOTCS BaM CIIOPHBIMH, HEIOCTaTOYHO 000cHOBaHHBIMU? [Touemy?

. KakoBbI orpanndeHnus NpoBeIEHHOIO UCCIEA0BaHUA?
. KakoBbl HanpaBiienus ucnosibzoBanusi HR-menemxepamu pe3ynbTaToB 3TOro UCCIEI0BAHUS?

SIBIAIOTCA JIM PacCMOTPEHHbIE B CTaTbe NPOOJIEMbl aKTyadbHBIMU JUIl POCCHHCKUX
opraHu3anuii?

38



Biok 6. «JxoHOMHMKA BHeYaTJ/IeHHWH: MEHEIKMEHT B HMHAYCTPHHM TOCTENIPMHMCTBA H
TypHU3Me»
IIpounTaiite CTaThIO® ¥ CHeNaiiTe ee KPUTHYECKUM aHAJIN3 HA PYCCKOM S3BIKE.

The success of tourism destinations in world markets is influenced by their relative
competitiveness. The contention is that destination competitiveness has “... tremendous
ramifications for the tourism industry and is therefore of considerable interest to practitioners
and policy makers.” (Ritchie & Crouch 2000). Dwyer, Forsyth and Rao (2000) reinforce this
view, stating that it is “...useful for the industry and government to understand where a country's
competitive position is weakest and strongest...” and hence that it is important to know how and
why competitiveness is changing.

Crouch and Ritchie's approach to destination competitiveness extends previous studies that
focused on destination image or attractiveness (see Chon, Weaver & Kim 1991; Hu & Ritchie
1993). Such studies are part of a long tradition of destination image research (Gallarza, Saura &
Garcia 2002) and, in keeping with that tradition, have concentrated on those attributes that are
seen to attract visitors, such as climate, scenery, and accommodation. Whilst tourism services in
general are recognised as being important elements of destination image or product (Murphy,
Pritchard & Smith 2000) it is less common in destination image research to pay explicit attention
to the firms that supply the services and to the factors that may affect the competitiveness of
these firms. Buhalis (2000) recognises the importance of suppliers and the multiplicity of the
individually produced products and services that help make up the overall tourism product, but is
more concerned with the difficulties this raises for marketing issues than for destination
competitiveness.

Building on the prior conceptualisations of Crouch and Ritchie (see also Ritchie & Crouch
2001), this paper argues that a proper understanding of destination competitiveness requires, in
addition to destination or tourism-specific factors, the inclusion of such factors that affect the
competitiveness of firms and other organisations involved in producing the tourism “product”. In
other words, a destination is competitive if it can attract and satisfy potential tourists and this
competitiveness is determined both by tourism-specific factors and by a much wider range of
factors that influence the tourism service providers.

The objective of this study, therefore, was to advance this broader approach to destination
competitiveness by adding generic factors of competitiveness, that are applicable to any industry,
to the mainstream factors of destination attractiveness, and to operationalise this combination in
such a way as to obtain quantitative measures of competitiveness. In doing so, the study attempts
to marry the concepts of two literatures in order to generate a broader, and hence more
comprehensive, model of tourism destination competitiveness.

Towards a comprehensive model of tourism destination competitiveness (TDC)

In developing their conceptual model of TDC, Crouch and Ritchie (1999) build on Michael
Porter's (1990) well-known framework of the “diamond of national competitiveness”. Porter's
framework postulates that success in international competition in a given industry depends on the
relative strength of an economy in a set of business-related features or “drivers” of
competitiveness, namely “factor conditions”; “demand conditions”; “related and supporting
industries”, and “firm strategy, structure, and rivalry”.

Porter's framework, or variations thereof, has been used in a number of studies of
industries and of individual economies. In more recent conceptual developments, Enright, Scott,
and Dodwell (1997) proposed an alternative framework that divides the drivers of
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competitiveness into six categories, namely “inputs”, “industrial and consumer demand”, “inter-
2 (13 2 (13

firm competition and cooperation”, “industrial and regional clustering”, “internal organisation
and strategy of firms”, and “institutions, social structures and agendas”.

% Crates cocraBnena mo: Enright M.J., Newton J. Tourism Destination competitiveness: a quantitative approach. //
Tourism Management, Vol. 25, Iss. 6, Dec. 2004.
39



Crouch and Ritchie (1999) have incorporated concepts of such generic models to derive a
model that postulates that TDC is determined by four major components: “core resources and
attractors”, “supporting factors and resources”, “destination management”, and ‘“qualifying
determinants”. The “core resources and attractors” include the primary elements of destination
appeal. It is these “that are the fundamental reasons that prospective visitors choose one
destination over another”. The factors included within this component of the model are
physiography, culture and history, market ties, activities, special events and the tourism
superstructure. Physiography includes landscape and climate, market ties includes linkages with
the residents of tourism originating regions, and the tourism superstructure is comprised
primarily of accommodation facilities, food services, transportation facilities and major
attractions. With the exception of market ties, therefore, these factors are consistent with
mainstream destination attractiveness studies (see Kim 1998 for a comprehensive review).

The other components of the model, however, extend the determinants of TDC by adding a
wider range of factors that help link the destination “attractors” with the factors more usually
found in studies of generic business competitiveness. The “supporting factors and resources” are
factors that provide the foundation for building a successful tourism industry and include, in
particular, the extent and condition of a destination's general infrastructure, a range of facilitating
resources such as educational establishments, together with factors influencing the destination's
accessibility.

The third component, “destination management”, focuses on activities that can influence
the other components, first by enhancing the appeal of the core resources and attractors, secondly
by strengthening the quality and effectiveness of the supporting factors and lastly by adapting to
constraints imposed by the fourth component, the “qualifying determinants”. Whilst the most
researched aspect of management is destination marketing, the authors argue that a much wider
set of management activities should be considered, including services, organisation and the
maintenance of the key tourism resources and attractors. The final component, the “qualifying
determinants”, includes factors that can modify, possibly in a negative sense, the influence of the
other three components. Hence, these can possibly limit a destination's capability to attract and
satisfy potential tourists and hence affect its competitiveness. This component includes critically
important variables, such as location, overall costs, and safety, which are beyond the control of
the tourism sector but which play a major role in destination competitiveness.

The present study

Given the relatively recent conceptualisation of such an approach to tourism destination
competitiveness it is not surprising that the framework has yet to be tested empirically. This
study attempts to fill that gap by operationalising the conceptual approach in order to generate
measures of competitiveness across this much broader spectrum, and to consider the usefulness
of the approach for tourism practitioners and policy makers. It was therefore necessary to
develop a methodology to generate data suggested by the combined frameworks from which to
draw implications for the competitiveness of tourism destinations. Given the novelty of this
approach, the initial study was restricted to a single destination, an approach that is not
uncommon in the emerging literature on the destination product and on the traditional literature
on destination attractiveness. Whilst the results from a single destination would not be expected
to generate a definitive global statement regarding TDC, the study serves as an initial test of the
combined approach, helps demonstrate the value of a broader framework and aims to provide a
template for further refinement and research into the broader determinants of TDC.

Hong Kong was chosen for the study as tourism is an important part of its economy; Hong
Kong also has been among the leading destinations for international tourism in the East Asia-
Pacific region. However, events in the 1990s have heightened concerns about the
competitiveness of the region and Hong Kong's competitiveness versus other destinations in the
region. Given the importance of tourism to Hong Kong's economy and the recent variations in
demand, the destination's tourism competitiveness has become a major economic issue.

Methodology
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In order to generate the desired empirical data, a survey instrument was constructed
itemising the factors that were postulated to influence TDC. This was done by generating a set of
tourism specific items based, in the first instance, on the “core resources and attractors”, and a
set of generic business factors. As the business factors are more developed in the
competitiveness literature than the tourism literature, greater reliance was placed on the former
in developing the specific items in this set.

In developing the set of tourism-specific items, it was recognised that no universal set of
items exists, even within the abundant literature on tourism destination attractiveness or image.
Kim's (1998) summary of previous research into destination attractiveness indicates clearly the
variety of items adopted by researchers in the field, although some items are common to many
approaches. The tourism “attractors” derived directly from Crouch and Ritchie's core resources
and attractors, and shown in Figure 1, were equally consistent with such approaches. Hong
Kong, however, is best classified as an urban destination, following Abe's (1996) taxonomy.
Consequently, given the particular nature of the destination selected for this initial study, more
detailed items were added from prior studies of specifically urban destinations (Jansen-Verbeke
1986; Law 1993) as Figure 1 also shows.

Figure 1
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Crouch and Ritchie (1999) recognise that, in the construction of their model, there may be
ambiguities in classifying some items. This was particularly so with the “tourism superstructure”
where the authors note that such items as accommodation and transportation could equally fall
within the “supporting factors”. Following a review of the pilot instrument with practitioners and
tourism experts in the region, these two items were classified within the business factors in the
instrument. “Market ties” were also considered better classified as business factors, since market
demand is a major element of the literature on business competitiveness. Crouch and Ritchie
describe “market ties” as ethnic ties, visiting friends and relatives, and business ties.
Consequently these were translated for this study as ‘China market potential’, ‘other Asia-Pacific
market potential’, and ‘long haul market potential’ given the close links with the Chinese
Mainland, the Chinese diaspora throughout the region and Hong Kong's global family and
business linkages. Similarly, shopping, which was also added from Jansen—Verbeke's work on
urban tourism, was also treated as a business factor, being covered by the item ‘good retail
sector’ which was derived from the competitiveness literature. The practitioners in the region
also placed great stress, as do Crouch and Ritchie, on the importance of ‘safety’ in determining
the competitiveness of a destination and in this item being of especial importance to tourism. As
a result, ‘safety’, which appears in the conceptual model as a Qualifying Determinant was
classified within the set of tourism specific items.

The six items to be included within the set of generic competitiveness factors were added
to a further set of 31 “business-related” items derived from the generic competitiveness
frameworks of Porter (1990), Enright et al. (1997) and Enright (2000). Figure 2 shows the items
selected for the study, classified according to Enright et al. (1997) framework. The three “market
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ties” items were added to the category of “industrial and consumer demand” and the further
category of “tourism business superstructure” was added. The two sets of items were listed
separately on the final instrument to aid responses and the instrument was again reviewed with
industry practitioners and researchers with a view to ensuring face validity (DeVellis 1991).
Figure 2
Generic business factors of competitiveness: “Business-related factors”
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Given the addition of the generic business-related factors, the instrument thus differs
markedly from the mainstream studies of destination image or attractiveness (such as Chen
2001). This raises the question of whether the most common target groups of respondents,
namely tourists, are the appropriate respondents for this study. Tourists are well placed to
evaluate the normal components of destination attractiveness, including the services that they
consume. However, they are less likely to know about, and hence be able to evaluate, those
factors that underlie and influence the competitive production of those services, especially
because of their status as visitors. Since one of the goals of operationalising the combined
framework was to gauge the relative importance of tourism attractors and business features, it
was necessary to survey individuals who could respond to questions on both the tourism
attractors and the business features. Discussions with tourism industry practitioners indicated
that industry participants (in this case, managing directors or the most senior person in the
organisation otherwise) generally are aware of the overall conditions in both the business
features and the tourism attractors, as they see what works and does not work on a daily basis. In
addition, most were knowledgeable about the state of the industry in the major competing
locations as well. Thus tourism industry practitioners were viewed as the appropriate population
to respond to the questions on both sets of determinants.

For the tourism attractors and the business-related factors, respondents were first asked to
assess the importance of each factor in contributing to competitiveness in urban tourism in the
Asia-Pacific region on a 5-point scale with 1 = very important, 2 = unimportant, 3 = neutral,
4 = important, and 5 =very unimportant. In the second stage, respondents were asked to
compare Hong Kong with the relevant competitors and assess Hong Kong's relative
competitiveness for each of the factors. The initial question regarding Hong Kong's main
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competing locations served to establish in the mind of each respondent, the main competitive set.
The objective was not to establish whether Hong Kong was more competitive in a given factor
than another specific destination, but rather whether, when compared to the relevant competitive
set of its main rivals, Hong Kong was more or less competitive in the given factors. The
respondents were asked to rate Hong Kong's relative competitiveness or position versus relevant
competitors for each factor on a 5-point scale with 1 = much worse, 2 = worse, 3 = the same,
4 = petter, and 5 = much better.

The survey instrument was distributed by fax to practitioners in the travel industry in Hong
Kong as identified by their membership in the Hong Kong Tourist Association, (HKTA) which
includes a wide cross-section of the service businesses active in tourism. The instrument was
addressed to the most senior manager identified in the membership guide and the responses
showed that respondents were all at managerial grade. Two mailings in the first quarter of 2000
yielded 183 responses from the 1,116 companies contacted, representing a response rate of 16.4
percent. Of the 183 respondents, 49 were in the hotel industry, 36 were in retailing, with the
balance in travel agencies, tour operators, airlines and other similar areas. Around 12% (22
respondents) were engaged in more than one major line of business. Over 43% (79 respondents)
identified themselves as part of a multinational firm. Of these, the leading parent nationalities
were: the United States (18%), Hong Kong (15%), Japan (10%), and the United Kingdom (10%).

Results and analysis

The survey responses indicate, first, that the leading competitors to Hong Kong in urban
tourism in the Asia-Pacific region are Singapore, Bangkok, Tokyo, and Shanghai. Given its
comparable role as an economic centre, a gateway for part of the region, and similar size, it was
not surprising that Singapore would emerge as Hong Kong's principal competitor. The high
ranking of Bangkok might indicate that Hong Kong has some attributes that attract leisure
travellers, for whom Bangkok is more of a competitor. The ranking of Tokyo would indicate that
the Japanese capital has a mixture of commercial and cultural attributes that rivals Hong Kong.
Shanghai is Hong Kong's main tourism rival within China, perhaps reflecting the cities’ roles as
leading commercial centres in China as well as cultural similarities.

Importance of “attractors” and “business-related factors

The “attractors” are ranked in terms of their relative importance in determining, in general,
the competitiveness of a city destination in Asia-Pacific. The most important attractors,
according to respondents, are safety, cuisine, dedicated tourism attractions, visual appeal, and
well-known landmarks. Although different culture ranked seventh, some specific attributes of
culture, such as local history, museums and galleries, and music and performance, ranked at the
bottom. Given the emphasis that many government tourism agencies, including those in Hong
Kong, place on such attributes, the low ranking is interesting. One possible explanation is that
this is consistent with Gearing et al. (1974) argument that there may be differences between what
tourists say and what they do, and that it is surveys of tourists that has stimulated this emphasis.
Climate ranked only twelfth, perhaps because climate in city destinations is considered less
important than in resort destinations.

The results for the importance of business-related factors in determining urban tourism
competitiveness in the Asia-Pacific are the following. Political stability ranked first, consistent
with the ranking of safety amongst the tourism-specific factors. Forms of accessibility featured
prominently, with international access and internal transportation facilities ranking second and
third, as would be expected. However, less expected were the rankings ascribed to costs, which
ranked relatively low. The three factors of staff costs, property-related costs, and other costs
were ranked, respectively, 28, 31, and 30th out of the 37 factors. Again, as with climate, this
could be because of the focus on city tourism, where costs are seen as less of a determinant of
competitiveness than in other types of tourism destinations. The least important factor, ranked
37th, was local market demand. In other words, respondents did not think that local demand for
tourism related activities was a major contributor to the competitiveness of a city destination.
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Hong Kong's relative competitiveness: attractors and business factors

While the first stage generated a ranking of what is important for a destination in general, it
left open the question of how a specific destination is performing versus relevant competitors.
According to the results, Hong Kong's main strengths lie in cuisine, safety, nightlife, visual
appeal, and climate. Its greatest weaknesses are in museums and galleries, music and
performances, and notable history.

The results for Hong Kong's relative performance in the business-related factors are the
following. The highest rating for competitiveness was identified as China market potential and
the lowest rating was ascribed to staff costs. Hong Kong was seen to have substantial advantages
in terms of international access, internal transportation facilities, communication facilities, and in
its free port status. The factors where Hong Kong was seen to have disadvantages were staff
costs, property-related costs, and other costs. This is as would be expected, given Hong Kong's
reputation as a high cost centre and the impact of the Asian economic crisis, which resulted in
depreciations in the currencies of many competing destinations.

The IPA grid

A standard approach adopted by IPA is to combine measures of importance and
performance into a two dimensional grid so as to ease data interpretation and elicit suggestions
for action. The overall mean scores of importance and performance are then used to create four
quadrants within the plot (Oh 2001). Substituting Hong Kong's relative competitiveness for the
concept of performance generates the result shown in Figure 3 and Figure 4. Figure 3 shows the
position of the attractors in the four quadrants, and Figure 4 shows the same for the business-
related factors.

Figure 3
Importance and relative competitiveness of tourism attractors
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Figure 4

Importance and relative competitiveness of business-related factors
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The Quadrants can be used to generate suggestions for managers in both public and private
sectors by differentiating between them. Quadrant I, which includes the high importance and
high relative competitiveness factors, identifies the attributes that the destination should strive to
maintain or “keep up the good work” (Martilla & James 1977). Quadrant Il includes factors that
are low in importance but high in relative competitiveness, and thus identifies areas where there
may be “wasted effort”, given the low importance. Quadrant III identifies areas of low priority,
including factors in which the destination is not particularly competitive but which are low in
importance. Quadrant 1V, which includes factors that are high in importance but where there is
low relative competitiveness, identifies critical areas for improvement where decision makers are
recommended to “concentrate here” (Martilla & James 1977).

Hence, Figure 3's Quadrant | shows that Hong Kong rates well versus the competition in
some factors, such as cuisine and safety, that are also very important in determining destination
competitiveness for urban tourism in the region. This knowledge is much more valuable to
industry participants and policy makers than knowing only that Hong Kong rates well on these
factors. Similarly, from Quadrant I1l, knowledge that Hong Kong does not rate as well for
museums and galleries, but that this is not nearly as important as the other attractors, is far more
valuable to participants and policy makers than knowledge of Hong Kong's relative
competitiveness rating alone.

Figure 4 allows a similar interpretation for the business-related factors. As Quadrant |
shows, Hong Kong rated well in terms of international access and internal transportation
facilities, factors that were deemed to be very important in influencing destination
competitiveness. Quadrant IV indicates that Hong Kong rated below average in staff skills and
government policy, both of which rated highly in importance. Quadrant 1l shows that Hong
Kong rated highly in tax regime and other infrastructure, but these were rated below average in
importance. Quadrant I1l shows that Hong Kong has a relatively weak position with respect to
costs, but according to the respondents, costs are relatively unimportant as determinants of city
destination competitiveness. This should be viewed as an interesting result, given concerns in
Hong Kong about cost competitiveness relative to other destinations in the region.
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The results indicate that Hong Kong should make sure it maintains its strong position in
safety and cuisine, and in international access and internal transport facilities, and suggest that
the features should be at the heart of Hong Kong's tourism promotion efforts. In addition, Hong
Kong should focus on improving the features of dedicated tourism attractions and well-known
landmarks, and government policy and staff skills, given their high importance but relatively low
competitiveness. On the other hand, Hong Kong should not expend too much effort on features
such as music and performances and museums and galleries, and property, staff and other costs,
despite their relatively low competitiveness, given their low importance.

Discussion and conclusions

The present study makes a number of contributions to the tourism literature and to the
literature on competitiveness. The study fills an important gap in the literature by developing a
methodology that has operationalised the concept of destination tourism competitiveness in a
manner that is useful for researchers, industry participants, and policy makers. In particular it has
demonstrated the value of including business-related factors as well as the more conventional
destination image or attractiveness factors in studies of tourism competitiveness.

In applying this methodology, as a first step, to Hong Kong, the study also has shown the
practical importance of the identification of relevant competitors and understanding the relative
importance of tourism attractors and business-related factors in determining tourism destination
competitiveness. It has reinforced the value of the two-stage process that assesses the importance
of the determinants of competitiveness as well as their competitiveness relative to those main
competing destinations. The use of the IPA Grid offers a method of analysis that is common in
tourism destination research but not in the generic competitiveness literature and hence provides
a contribution to the latter. The Grid also demonstrates how the resulting analysis may be
presented in a readily accessible manner so as to inform practical decisions for action.

However, this is not to suggest that, at this stage of development of the methodology, the
current results provide an unambiguous guide to action. Further research will be required in a
number of directions, as it would be unwise to rely on a single, initial study if practical changes
were contemplated. As an example, it would be valuable to investigate further the low
importance ascribed to museums and galleries as determinants of tourism competitiveness, given
the, often significant, investments in such facilities. Alternative sources of information, such as
the percentage of total tourists visiting such facilities, where available, could be used to check
this finding against recorded behaviour. This would also allow the methodology to be further
refined should the additional results either contradict the findings derived from practitioner
respondents or, alternatively provide support for the argument that practitioners provide an
accurate view of tourist behaviour.

A further caveat should be added when considering factors that fall into the IPA quadrants
that denote low importance, and again the example of museums and galleries is instructive. Once
again there should be a note of caution, given the conclusion that these factors could represent
areas of wasted effort. It is possible that these are necessary factors for the overall
competitiveness product in that tourists may not actually use them, but if they were not present,
then it might generate dissatisfaction. It would be instructive if future research could address this
issue.

Despite these caveats, the overall results provide strong support for the combined approach
to tourism destination competitiveness suggested by Crouch and Ritchie. A far better picture of a
destination's competitiveness in the tourism industry emerges when one combines an analysis of
“traditional” tourism attractors with business-related factors based on general models of
competitiveness. Some of the business-related factors, in fact, are viewed by industry
participants as far more important than some of the tourism attractors. In addition, the approach
goes beyond simple list making, often found in generic competitiveness studies, to identify a
specific set of competitors in urban tourism in the Asia-Pacific and to suggest a ranking of the
importance of various attractors and business-related factors for urban tourism in the region and
perhaps more generally.
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In summary, therefore, this study has developed a methodology that has operationalised the
broader approach to tourism competitiveness suggested in the literature. It has provided a
quantitative understanding of the industry and location that can be replicated in other
jurisdictions. Finally it has provided a quantitative, theoretically informed empirical analysis that
offers a basis for strategy development and policy formulation in the tourism industry.

Bonpoch! /151 pa3MbILJIEHUS

1. Kakue ocHOBHBIE TIPOOIEMbI pacCCMaTPUBAIOTCS B CTaThe?

2. Kakue MeTopl MCCIIeIOBaHUS IPUMEHSUIMCh aBTOPAMHU MPU U3YYCHHUH 3aTPOHYTOW B CTAThE
poOJeMaTUKH?

3. Kakue u3 nmpuBeIeHHBIX B CTaThe BBIBOJOB IO PE3yIbTaTaM HCCIICIOBAHUS TPEICTABISIOTCS
BaM CIIOPHBIMH, HEJIOCTATOYHO 0OOCHOBaHHBIMU? APTYMEHTUPYHTE CBOW OTBET.

4. g  pelieHuss KaKUX [PaKTUYECKMX 3aJady TYpUCTHUYECKOW OTpacid MOTYT ObITh
WCII0JIb30BaHbl PE3YJIbTAaThl UCCIIEIOBAHUA?

5. Kakue HampaBiieHusl JajdbHEHIIMX HCCIEIOBAaHUM IO JAHHOW NpoOJieMaTHKE Bbl CUMTAETE
Hau0oJiee MPUOPUTETHBIMU?

6. SIBASTOTCS M PacCMOTPEHHBIE B CTAaThe MPOOJEMBl aKTyaJbHBIMH IS POCCHICKOMN
TYpPUCTHUYECKOU oTpacan?
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METOJNYECKHUE PEKOMEHJIALIUUA

Onumnuana mno HanpasieHUuI0 «MEHEIKMEHT» IpPOBOJUTCS B paMKaX OTJIEIbHbBIX
MarucTepckux mporpamm (mpoduieit): «MapkeTunry, «MapKeTHHIOBblE KOMMYHHMKAIIUU U
pekiiaMma B COBpEMEHHOM OusHece», «CTpaTernyeckoe M KOPIOPATHBHOE YIPABICHUEY,
«YmpaBieHHEe MNPOEKTAaMHU: IPOEKTHBI aHaIM3, WHBECTUIMM, TEXHOJOTMHU pealln3aluny,
«YIpaBleHHE 4YEIOBEYECKHMHU pecypcamMu», «IJKOHOMHUKA BIICUATICHHH: MEHEDKMEHT B
WUHIYCTPHUU FOCTEIPUUMCTBA U TYPU3ME».

VY4YacTHUK OJMMIIMABI COOOLIAET O CBOEM HAMEPEHUHU BBINOJHATH paboTy MO MPOQUIIO
KOHKPETHON MarucTepckoi NporpaMMbl 8 MOMEHM NOLYYEHUs OTUMRUAOHO20 3A0AHUSL.

VYyacTHUKaM OJIMMIMAbI NpeJiaracTcs JUlsl BBIIOJIHEHUSI OJJHO MHCbMEHHOE TBOPYECKOE
3azaHue. Ha BbIIIOJIHEHUE TBOPYECKOTO 3aJaHUsl OTBOAUTCA 3 (TpH) aCTPOHOMUYECKMX 4aca
(180 munyT). TBOpUeckoe 3ananue oreHuBaercs mo 100-6amTbHOM miKae.

TBopueckoe 3aaHue NPEACTABISIET COOOM HAYUHYIO CMAMbIO HA AHRTUUCKOM A3bIKE TI0
npopUI0 KOHKPETHON MarucTepcKon mporpaMMsl ¢ BOIIPOCAMH ISl Pa3MBbIILITICHHUS.

B Xoze BBINOJHEHUS TBOPYECKOIO 3aJaHMsI YYAaCTHUK OJMMIIMAAbI JTOJDKEH IMPOYUTATh
IPEUIOKEHHYIO HayYHYIO CTaThlO (B TOM YHCJIE, HAMEPEHHO COAEPKALIYIO CIIOPHBIE CYKACHU,
TOYKU 3PEHHUs, HETOUHbIC BBIBOJABI M T.N.) M, HA OCHOBAaHUHU C(HOPMYJIUPOBAHHBIX K CTaThe
BOIIPOCOB JJIsL Pa3sMBIIUICHUS, CAEIaThb €€ KPUTUYECKUN aHalu3, JaTb CBOE 0OOCHOBaHHOE U
ap2yMeHmupo8anHOe OYEHOUHOe CYIHCOEHUE 8 NUCLMEHHOM 8UOE HA PYCCKOM A3bIKE.

Baosicno nomnume, 4ro cOpMynMpOBaHHBIE K CTaTbe BONPOCHI Ui Pa3MBIIIICHUS HE
ABJIAIOTCS BOIIPOCAMU-3aJJaHUSIMU, Ha KOTOPbIE YYaCTHUKY OJUMIINA/bI HEOOXOAUMO OTBETHUTb.
OHU MMEHHO ONPENEINSAIOT, HO He 02paHuyuéarom, HaNpaBIECHUS Ul Pa3MBILUICHHUS B paMKax
KPUTUYECKOI 0 aHajIM3a MaTepualia 1 mpooJyieM CTaThH.

BrInonHeHre TBOPYECKOTO 3alaHus MPEAIOoJaraeT HMCIOJIb30BaHUE NOHATHUH, TEOpUN U
KOHIEeNIui, Bxonauwx B Pazoen 2 « OBLJEIIPO®PECCHOHAJIBHBIE U TEOPETUYECKUE
HAUCHUIT/TIMHBLy  TlporpamMmbl  BCTYNIMTEIBHOTO  JK3aMEHa [0  MEHEDKMEHTY s
NOCTyNaloIMX B Marucrparypy  Qaxynpreta  MeHemxkmenta  HUY-BIID  (em.
http://ma.hse.ru/vstupi).

[Tpu MOAroTOBKE K OJIUMIIHAJIE 0COD0e GHUMAaHUe CAENYET YACTUTh U3YUYEHUIO TUCIUILINH,

COOTBETCTBYIONIMX MPOQHUITIO BEIOPAHHON YYaCTHHKOM OJUMITHAIBI MaruCTepPCKOU MpOrpaMMbl
(cM. TabmuIry).

Hpoduan JAucuuninnbl, OcHosHasn ™’ Jureparypa
MAruCTepPCKOH COOTBETCTBYIOLIHE
NPOrpamMMmsl NpoQUII0 MATHCTEPCKOMI
NPOrpaMMBblI

Mapxketunr MapkeTuHr 1. Kotnep @., Apmctponr I'., Bour B., Conaepc JIx.
OcHoBbl mapkeTunra. — M.: «1J] Bunbsimey, 2012.
2. Jlamben XK., Uymnurac P., [ynunr U.
MeHeKMEHT, OpUeHTUPOBaHHBIN Ha pbIHOK. — CII6:
[Turep, 2011.
3. Manxotpa H. MapkeTUHTOBBIE UCCIIEI0OBAHMS.
[IpakTrueckoe pykoBoacTBo. — M.: «Bunbsamcey, 2007.

MapkeTHHroBbIE MapkeTHHroBbIE 1. Poccurep k., [lepcu JI. Pexnama n npoasuxeHue

KOMMYHUKAIUH U KOMMYHUKaIUH toBapoB. — CI16: ITutep, 2001.

10 Crucok ILOHOHHHTCHBHOﬁ JIMTEPATYPbI CM. B pasicjiiax 1o COOTBETCTBYIOIIUM AUCHUILIIMHAM B HporpaMMe
BCTYNHUTCJIbHOTO 9K3aMCHA M0 MCHC/PKMCHTY JI MOCTYIAIOIUX B MAruCcTparypy Q)aKyHLTeTa MCHCI’)KMCHTa
HINY BUID (http://ma.hse.ru/vstupi_2012).
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pekiama B
COBPEMEHHOM
OusHece

2. Yomnc Y., bepuert JIk., Mopuaptu C. Peknama:
npuHIUnsl 1 npakruka. — CI16: ITurep, 2008.

3. Ilepcu JI., Dnmot P. Crpareruueckoe
IUIAHUPOBAHUE PEKIIAMHBIX KaMranui. — M.: /]
I'pebennnkona, 2008.

4. MysbikanT B.JI. MapkeTHHroBbl€ OCHOBBI
yIpaBieHHs] KOMMYHUKaUsAMH. — M.: Dkcmo, 2008.
5. Kyrnanues A., [TonoB A. DQpeKTHBHOCTD
pekinamel. — M.: Dkcmo, 2005.

Crparerunyeckoe u

Crpaterudeckoe ynpapieHUE

1. ITocoOue o KOPHOPaTUBHOMY YIPABJIECHHUIO: B 6 T.

KOpIIOPaTUBHOE OCHOBBI KOPIIOPATUBHOTO — M.: Anbniuna busnec bykc, 2004.
YIIPABJICHUE YIIPABJICHUS 2. Tomncon A.A.-min., Ctpuknenn A.Jlx. 111
Crparernueckuii MmeHeKMeHT. Konueniuu u
CUTYyaIlNH JJis aHanu3a. 12-e uznanue. — M.: Bunbsmc,
2007.
3. Aakep [.A. CtpaTernueckoe ppIHOYHOE
ynpasnenue. — CI16: Turep, 2011.
VYnpasnenue VYrpasneHnue nmpoeKkTaMu 1. Mazyp U.N., anupo B.J., Onpaeporre H.I'.,
NPOEKTAMU: [TonkoBHukoB A.B. Ynpasnenue npoekramu. — M.:
IIPOEKTHBIN aHaIN3, Owmera-JI, 2009.
WHBECTUIINH, 2. Munomesud /. HaGop uHCTpyMEHTOB i
TEXHOJIOTUH ynpasnenus npoekramu. — M.: JIMK Ilpecc, 2006.
peanuzauuu 3. Ynpanenue npoektamu. OCHOBBI
npohecCuOHANBHBIX 3HAaHUH. HanmoHansHbIe
TpeOOBaHUS K KOMIETEHTHOCTH CIIELUATHCTOB
(National Competence Baseline, NCB
SOVNET 3.0). Accouuanus yrnpaBieHUs IPOEKTaMHU
COBHET, 2010.
4. ITonkoBHukoB A.B., JlyboBuk M.®. Ypasnenue
npoektamu. [Tonnelii kypc MBA. — M.: Dkemo, 2010.
VYrpasneHue Teopus opranusanui 1. Jadt P. Teopus opranuzanuu. — M.: FOuuru, 2006.
YeJI0BEYECKUMU VYrpasineHue nepcoHaIomM 2. Apmctponr M. Ilpaktuka ynpaBieHUs
pecypcaMu OpranuzannoHHoe yenoBeueckumu pecypcamu. — CI10: ITurep, 2012.
MOBEJICHNE 3. Kubanos A.fl. OcHOBBI yripaBjIeHUs IEPCOHATIOM:
VYuebuuk. — M.: UTHOPA-M, 2012.
4. Po66un3 C.I1. OcHOBBI OpraHU3alMOHHOTO
noBeaeHus. — M.: Bunbsamc, 2006.
5. JIrotenc @. Opranu3zanoHHOE NoBeAeHue. — M.
NH®PA-M, 1999.
DKOHOMMKA Hcroprueckne 0OCHOBBI 1. Hadt P. Menemxment. — CII6: ITutep, 2012.
BIICYATIICHUI: MeHEKMEHTa, (pyHKIUU 2. Kotnep @., Apmcrponr I'., Bonr B., Connepc /.
MEHEIKMEHT B MEHEIKMEHTA, TTOIXObI B OcHoBbl MapkeTusra. — M.: «M1/] Bunbsimey, 2012.
UHyCTpUU MEHEIKMEHTE
rocTenpUUMCTBA U MapkeTunr

Typu3Me

OIIHaKO AJId TTOJIYYCHHS BBICIIMX OIICHOK 3a OJIMMIIMAHOC 3aJlaHUuC pEKOMeHOyemc;z He

ocpanudusamsvci N3Y4CHUEM TOJIBKO HpO(bI/IJ'H)HBIX JUCITUIIIINH.

Hanpuwmep,
paccMaTpuBarOTCs

YCIICIITHO
POOJIEMBI

CIIPABUTHCS

C  OJIMMITHAJHBIM
MapKETHHTOBBIX KOMMYHHKAIMA  (IUCIUTIIINHA

3aJaHUEM, B KOTOpPOM

npoduIst

MarucTepCcKoi MporpamMmbl «MapKEeTHHIOBbIE KOMMYHHMKAIIMM W peKJiaMa B COBPEMEHHOM
OusHece»), OyaeT HEBO3MOXHO 0€3 3HaHHWA OCHOB MAapKeTHWHra (IUCHHMIUIMHA Tpoduis
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MarucTepckol mporpamMmbl «MapKeTHHT»), a C 3aJaHueM, B KOTOPOM pPacCMaTpPHUBAIOTCS
BOIIPOCHl CTPATETUU M TOJMTHKU YIPABICHUS YEJIIOBEUECKHUMHU pecypcaMu (JUCIUILINHA
npouiIs MarucTepCKOi MporpaMmel «YTIPaBIICHUE YEIIOBEYECKUMH pecypcaMuy), — 0e3 3HaHus
OCHOB CTPAaTETUYECKOr0 YIpaBlIeHUs (AUCHMIUIMHA TPO(UIS MAaruCTepCKOW MpPOTpamMMbI
«CTparernueckoe 1 KOpIopaTUBHOE YIPABICHUE») U T.A.

Omeem  (KpUTUYECKWW  aHAJIW3 HAY4YHOM  CTaThbU) JODKEH  OBITh  XOPOIIO
CTPYKTYPUPOBAHHBIM, JIOTHYECKH MOCIIEIOBATEIIBHBIM U apTYMEHTUPOBAHHBIM.

[Ipy  BBINOJHEHWHM  TBOPYECKOTO  3aJaHUs  YYAaCTHUKH  OJIUMIHUAILI  JOJKHBI
MPOAEMOHCTPUPOBATh HE  TOJBKO TOHUMaHHME TEKCTa  CTaThbW, IIUPOTY  3HAHUU
COOTBETCTBYIOLIMX IOHATHM, TEOPUW, KOHLENUWHA, MPAKTUYECKUX IIOJXOJ0B, METOJOB U
TEXHOJIOTHI, HO M TIYyOMHY UX TOHHUMAHHS, YMEHUE TPaMOTHO ONEPUPOBATH HMHU,
AQHAJIM3UPOBATh UX B3aUMOCBS3b, a4 TAKKE JIOTUYECKU CBA3aHHO M apryMEHTHUPOBAHO M3J1ararb
CBOIO TOYKY 3pEHHs, [IeJlaTb BBIBOAbI, JaBaTb KPUTHYECKYKD OLIEHKY. BaxHbiMu
XapaKTEPUCTUKAMH «OTJIMYHOT0» OTBETA HAa TBOPYECKOE 3aJaHUE JOJIKHBI SIBIATHCS YMEHUE
U3NIaraTb CBOM MBICIM B TE€KCTE B CTHUJIMCTHKE HAyYHBIX padOT, a Takke BIAJCHHE METOJaMu
HAy4yHOW apryMeHTanuu. [IpUBETCTBYIOTCS CCBHUIKM Ha MOHOrpaduu, mnpodeccuoHanbHbIE
HMCTOYHMKU U JIUTEPATYPY, UX LUUTUPOBAHUE, a TAKKE IPAKTUYECKUE TPUMEPBI.

Jlis ocBOeHHUs CHENMATbHOM aAHTJIOS3BIYHOM TEPMHUHOJOTMH IO MEHEIKMEHTY CM.
Cuiuesa JI.B. Cnosapws menedocepa (Manager ’s vocabulary): nocobue ons usyuarowux «denogoi
anenutickuily. — M.: Uzoamenvcmeo I'V-BIIID, 2003.

Takxke pEeKOMEHAYETCS MOCMOTPETh HAYYHBIC CTaThbH B AHIJIOSN3BIYHBIX IIEYATHBIX U
JNIEKTPOHHBIX W3JIaHHSIX, COOTBETCTBYIOUIMX MPOQIII0 BBHIOPAHHONH YYACTHUKOM OJIMMITHAIbI
MarucTepckoi mporpammel. basbl maHHBIX 3apyOexHoi nepuoauku cM. Ha http:/library.hse.ru/e-
resources/e-resources.htm#journals.

Bo Bpems BBINONHEHHS ONMMIIMATHOTO 33/1aHUS yYaCTHUKAM pa3pelaeTcsl MoJb30BaThCs
AHTJIO-PYCCKHUM CIIOBAapeM (HO mOIbKO NeYamubiM U30aHueM, a He dJIeKTPOHHBIM).

Kpurtepun ouennBanus
Hpoduab «MapkeTuHr»

Ne
i Kpurepuu bann
BepHoe onpenenenne 0CHOBHON MCCIEI0BATENHCKOM MPOOIEMBI TIPEITIOKEHHON
1| cratem 10
5 AHanu3 METOJIOB HCCIICIOBAHUS, BBIJICIICHUE CIIOPHBIX M IIPOTHBOPEUNBBIX 10
MTOAXO0B
3 | Beinenenue orpaHHYeHUI TAaHHOTO MCCIICTOBAHUS 10
4 OrneHka MoJe3HOCTH U IPUMEHUMOCTH PE3YIbTAaTOB UCCIIEIOBAaHUS B paboTe 10
OTEYECTBCHHBIX MapPKETOJIOTOB
5 | Onenka akTyaJlbHOCTH BOITPOCOB MCCIEAOBAHUS I POCCUUCKUX KOMIAHHHA 10
6 OTtcyTcTBUE (PAaKTHIECKUX OIIMOOK B TPAKTOBKE COJICPIKAHUS CTAThH, 10
MapKETUHTOBBIX TEPMUHOB M KOHIICMIIUI
7 | JIOTHIHOCTB, MTOCIIEOBATEILHOCTh U HEIIPOTHBOPSUNBOCTH H3JIOKCHHS OTBETA 10
8 3HaHHe TUTEepaTyphl MO MPoOIeMaTUKE CTaThU (LIUTUPOBAHKE, CPABHEHHE 10
MTOAXO/I0B K UCCJICIOBAHMSIM | T.]I.)
ApryMeHTHpOBaHHBIE TIPEIJIOKCHHSI aBTOpa (B TOM YHCIIE, KaCAIOIIHECs
9 | IOMONHUTENHHBIX METOOB UCCIICIOBAHMSI, KPUTUIECKIX 3aMEUaHUH 10 CTaThe, 20
HEOPIMHAPHBIX TPAKTOBOK MPOOJIEMATUKH | T.1I.)
Htoro 100
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Ipoduab «MapkeTHHroBble KOMMYHUKAIMH U PeKJIaMa B COBPeMEHHOM OM3Hece)

Ne

i Kpurepuit bain

IosHoTa oTBeTa: Hannune oTBETOB Ha BCE BOIPOCHI, IPE/IOKEHHBIC K
1 | o6cysxnennto B koniie Tekcra \ KonnuecTBo TeM, KOTOpbIE aBTOP pabOThI 30
OCBETHJI B ACCe.

Ilonnmanue Npo6JaeMaTHKH TeKCTa. ABTOP IEMOHCTPUPYET I1OJHOE
2 | moHMMaHWe MPOYUTAHHOrO TeKcTa. CChUIAETCS Ha KIFOUEBBIE MOJIOKEHHS 20
CTaThbU, AaEJJIUPYET K CIIOPHBIM IIYHKTAM U T.JI.

Kpanudukanus, HayyHas 3peaocTb. [loHnMaHue KIH04YEBBIX POLIECCOB U
3 | MEXaHM3MOB Ha PHIHKE MEJMA U PEKJIAMBI, aBTOP UCIIONIB3YET HAKOIUIEHHBIN 10
OIIBIT U 3HAHMSI, MOXKET CAMOCTOSATEIBHO J€JIaTh B3BELICHHBIE BBIBOJBI.

Teopernyeckas 6aza. ABTOp JEMOHCTPUPYET 3HAHUE HanOOJIee 3HAUUMBIX
4 | IMCKYyCCHOHHBIX BOIPOCOB B MAPKETUHTE M TECOPUH KOMMYHHKAIIU, TPAMOTHO 10
BJIQJIEET TEPMUHOJIOTHUEH.

5 Padora ¢ dakTHueckum marepuagomM. Cchluika Ha HCTOYHHMKH, UCIIOJIB30BaHHUC

VMMEH, MTPUBJICYCHIE CTOPOHHUX JAHHBIX. 10
Jloruka mu3JjioskeHuss. ABTOpP YETKO U JOCTYITHO U3JIaraeT CBOU MBICIH,

6 | yOeauTenbHO apryMeHTUPYET COOCTBEHHYIO TOUKY 3peHus. YacTu paboThl He 10
MIPOTUBOpPEYAT JIPYT IPYTY.
Bianenue pycckum sizbikoM. PaboTa 1eMOHCTpHUPYET XOPOIIUH JINTEPATyPHBIHA

7 | pyccKuii S3bIK, aBTOP BIIAJICET CTHIEM HAYYHOM CTaTh Wi dcce. OTCYTCTBYIOT 5)
rpyOble rpaMMaTHUYECKUE U CTUIIMCTHYECKHUE OINOKH.

8 KpeatuBHoe MbllLIeHHEe. ABTODP IEMOHCTPUPYET HECTAHIAPTHBINA MOAXO B 5
paboTe ¢ MaTepUaIoOM UM CTUITUCTHKE.

Hroro 100

[popuan «CTparernyeckoe U KOPMOPATUBHOE YIIPABJIEHUE»

Cucrema onenku 100-0amipHas ¢ 11aroM B 5 0aJioB.

Bonpocb! ans pasMbILLNEHNS:

1. B yem cyThb Takoro MHCTpyMeHTa Kak «CucreMa cOallaHCHPOBAHHBIX TOKa3aTeleny,
CCII (Balanced scorecard, BSC)?

2. Kakue ocHOBHBIE MPOOIEMBI PACCMATPUBAIOTCS B HACTOAIIEM HCCIEI0BaHUN?

3. Hackonbko KOppeKkTHa MPUBEACHHAS METOOJIOTHS UCCIICIOBAaHMS, KAKOBBI TPAHUIIBI €€
MPUMEHUMOCTH B U3y4EHUH TaHHOU MPOOIeMbI?

4. TIpOKOMMEHTHPYITE OCHOBHBIE PE3YJIbTATHI UCCIIETOBAHMUS.

OTBeT Ha oueHKY «oTnmyHo» (80 — 100 6annos)

1. YyacTHUK oOJMMIIMANBI JOJDKEH BKpaTile, HO TIO CYIIECTBY, omucarh CyTh CHCTEMBI
Co6anancupoBannbix [lokazareneit (CCIT). Heo6xoqumMo MOSCHUTH, YTO O3HAYAET TOHATHE
«cOamaHcupoBaHHas», U YeM JTOT MHCTPYMEHT OTIWUYACTCS OT JPYTUX, €CIIH YYaCTHUKY
TaKOBbIE W3BECTHBI, KaK MHHHUMYM OT OOBIYHON CHCTEMBI KIIOYEBBIX IOKa3aTeleH.
Ucropuueckn, ma u cedvyac CMBICH OaJlaHCHPOBAHUSI — OTO peHIeHHEe MpoOIeMbl
HEJOCTAaTOYHOCTH TOJNBKO (DMHAHCOBBIX TMOKa3zareneil. YUToObl «cOamaHCHpOBaTh OTY
OJTHOOOKOCTB», KOTOpasl MPUBOJWIA K CEPbEe3HBIM MpoOjeMaM Ha TPAKTUKE (KOMITAaHUH
MOKA3bIBAIA XOPOIIYIO (PMHAHCOBYIO OTUETHOCTD, MTOCIIE YETO Pa3BAMBAIINCh), OBLIIO PEIICHO
BBIJICTIUTh JIONOJTHUTEIbHBIE «mepcneKTuBby: «Knuents», «lIpouecce», «Pa3Butrue» B
paMKax KOTOPBIX YCTaHaBIMBAJIUCh CBOM MoKazarenu. [103xe, ¢ MOHATHEM «CTPAaTErHYecKOn
KapThl», CMBICT OAJaHCHUPOBKU YIIYOWJICA 3a CUYET YCTAHOBJICHUS M OTCICKUBAHUS
MPUYMHHO-CICICTBEHHBIX CBS3€Hd MEXAy I[IOKa3aTelsiMHd KaK BHYTPU, TaK M MEXKIY
«mepcreKTuBaMmuy. [[pUBETCTBYIOTCS MPAKTHYECKHE TPUMEPHI CTPATETUUECKUX KapT.

2. YYacTHUK ONUMIHNAABI JODKEH YeTKO IIOCTaBUTh TJIABHYIO 3a/ady MCCIICOBAHMUS:
uccienoanre BiusHUS CCII Ha «MoTHBUpOBaHHBIE pemieHHs» (motivated reasoning).
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Hpyrumu cnoBamu, Hackoinbko BHeapenue CCII momoraer chpaBUTbCS C MpoOsIeMoi
«MOTHBHMPOBAHHBIX PEIIEHUI» B MPOLECCE CTPATErMYECKOrO YIpaBieHUs? ABTOpPbI CTaTbU
IPUXOAAT K BBIBOJY, 4YTO IIpUYMHHO-cieacTBeHHas cocrasistomas CCII, Bkyme c¢
BOBJICYEHHEM MEHEIKMEHTa B pa3pabOTKy CTpaTerMuecKUX HHHUIMATHB M IOKa3aTesew,
YMEHBIIAET  HEraTHBHbIM  3((}EeKT «MOTUBHPOBAHHBIX  PELICHW» B  IpoIEcce
CTPAaTErMyecKOro yNpaBlICHUSA. YYaCTHUK OJMMIIMALBI JOJDKEH IPOKOMMEHTHPOBATh
OCHOBHBIE THUTIOTE3bI UCCIEIOBAHUS, CPOPMYIUPOBAHHBIC B CTAThE.

Onucanue METONOB MPOBEACHHUA MCCIENOBAaHUSA, IPUBEACHHOE B CTaTbe, YYaCTHHUK
OJIMMITUAJBI JOJDKEH CONPOBOIUTH BBITEKAIOIIMMHU OTCIO/1a OTPAaHUYEHUAMHU (OHU TOXKE €CTh B
BbIBOJAX) W IPOKOMMEHTHPOBaTh HX. JIONOJHWUTENbHBIE IUIIOCHI — €CIM Y4YacTHHUK
ONUMIIMAJBl TBITACTCS OOOCHOBATh KakKWe-IMOO YCOBEPIICHCTBOBAHHUS OTHOCUTEIIBHO
METOJI0B MCCIIEIOBAHUS.

. Heobxomumo Oosiee moapoOHO PAacKpBITh OCHOBHBIE PE3YAbTAThl UCCIEAOBAHUS, BKIOYAs

THITOTE3bI, HE HAIICNINE MOATBEP)KICHUA. B 4aCTHOCTH TO, YTO KaK TakoBoe O(OpMIICHHE
MPUYMHHO-CIENCTBEHHBIX cBs3eil B pamkax CCII camo mo cebe He ymeHbImaer 3ddext
«MOTHUBUPOBAHHBIX pelieHuit». [10ompseTcs moneiTka, Kak 00bSICHUTh TE WIN HHbBIC BBIBOJIBI,
TaK U IPEAIIOKUTE BO3MOKHBIC IICPCIICKTUBLI IPUMCHCHUA PE3YJIbTATOB UCCIICAOBAHMA.

OTBeT Ha OLUeHKY «xopoLuo» (60 — 79 Garnros)

1.

3.
4.

O6mas cyts CCII. HeobxoauMo HapucoBaTh 3JIEMEHTApHBIN 111a0JI0H CTPAaTErnyecKoil KapThl
WIM TPOCTO YKa3aTh OCHOBHBIC «IIEPCIICKTHBBD) W TOSCHHUTH, 3a4€M OHHU HY)KHBL
IIpuBETCTBYIOTCS MPAKTUYECKUE IIPUMEDPBI CTPATETHUECKUX KapT.

. YUQCTHMK OJIMMIIMAJbl JIOJDKEH YETKO IIOCTaBHUTh TJIaBHYKO 3aJa4y HCCICIOBAHUA:

uccnenoBanne BiusHus CCII Ha «MOTHBHpOBaHHBIE pemieHus» (motivated reasoning).
Hpyrumu cnoBamu, Hackoiabko BHeapenue CCII momoraer chnpaBUTbCS C MpoOsieMoi
«MOTHBHMPOBAaHHBIX PEIICHHWI» B TIPOIECCE CTPATETUYECKOrO YIPABICHUSA. YYaCTHUK
OJIUMITMAJIbl JIOJDKEH Ha3BaTh OCHOBHBIE TUIIOTE3bl HCCIIEAOBaHUS, C(HOPMYIMPOBAHHBIE B
CTaThbe.

Kpartkoe onucanue NpuMEHEHHOT0 METO/A U MEPEUNCIIEHUE OCHOBHBIX OIpaHHUYCHHH.
Heo6xoaumo Oosiee moapoOHO PacKpbhITh OCHOBHBIE PE3YJIBTAThl MCCIEIOBAHUS, BKIIFOYAs
TUIIOTE3bl, HE HAllleAIINe MTOITBEPKACHUS.

OTBeT Ha OLUeHKY «yaoBneTBopUTesibHO» (40 — 59 Garuios)

1.

w

Tpynuoctu ¢ o0bsicienuem cytu CCII. OOmue cinoBa 6e3 onpeneneHus TaKuX MOHATHH, Kak
«CTpaTrerudyecCkKas KapTa», «IICPCICKTHUBBL CTpElTCFH'—I@CKOfI KapThI», «HUCIIOJBb30BaHUC
IIPUYUHHO-cIeACTBeHHBIX cBsa3el B CCII» u T.11.

. Herounass mocraHoBKa 3aa4nu  HCCICAOBaHHA, HCAOCTATOYHO BCPHO HCTOJIKOBAHHBLIC

runoTessl ucciaenoBanus. OngHako oOmas mnpoOjeMaTuka HCCIeOBaHUS JIOJDKHA OBITH
JIOCTaTOYHO TOYHO COPMYIHUPOBAHA.

Kpatkwuii nepeckas COOTBETCTBYIOIIETO pa3zesia CTaTb 0e3 GopMyInpoOBaHUs OrpaHUYCHHH.
[lepeuncrnenue pe3ynbTaToOB HCCIEAOBaHUA M3 MocieaHero adzama crateu. KommeHTapuw,
KOTOpBIE YKa3bIBAIOT HA TO, YTO YYACTHUK OJUMIIHAIBI HE pa30upaeTcs B TEME CTaThH.

Ouenka «Hey10BJIeTBOPUTEIBLHO» (0 — 39 6a10B)

IIpopuiib «YnpapJieHHe NMPOEKTAMU: MPOEKTHBINA AHAJIN3, THBECTHUIINH, TEXHOJIOTHH PeaIM3ALUID)

ggn Kpurepun bannsr

ABTOp HE TONBKO TOHSJT BCE HIOAHCHI, H3JI0KEHHBIE B CTaThe, HO U
mpeyiaraeT KPUTHYSCKAN aHAJIA3 W3JIaraeMbIX IMOAX0/10B, IPUYEM

1 | nemoHCTpHpYyET 3HAHUE KaK TEOPETHYECKMX IIOAXO/I0B B JaHHOM 001aCTH 90-100
(ympaBnenue nporpammamu u npoektamu (YIII1)), Tak u npakrtuku YIIIT B
Poccun 1 3a pyoexom.
ABTOp TOHSUT BCE HIOAHCHI, M3JI0)KEHHBIC B CTAThE, U Tpe/JIaracT

2 | KpUTHYECKHI aHAJIN3 M3JIaraeMbIX [MOX0JI0B, IPUYEM JeMOHCTpUpyeT 3Hanue | 80-90
TeopeTHdecKkux moaxo10B B oomactu YIIII, He ymoMsiHyTBIX B JTaHHOU CTaThe.
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ABTOp 4ETKO OCO3HAET Pa3JuyMs U HIOAHCHI YIIPABIEHUS IPOEKTAMHU U
yIIpaBJIEHMsI IPOrpaMMaMH.

ABTOp M3JaraeT cOOCTBEHHOE BUJICHUE MIPOOJIEM YIIPABICHHUS IPOrpaMMaMHK
3 | ¥ IPOEKTaMH, HE CIMIIKOM TIPUBS3LIBAICH K aHAIM3Y 3a1aHHUsl, HO 70-80
JEMOHCTPUPYET IPU TOM 3HAHUE TCOPHHU H IIPAKTUKH BOIIPOCA.

ABTOp H3mnaraet coocTBenHoe BuaeHue npoodiem YIIII, He ciaumkom
4 | mpUBS3BIBAsACH K AHAIM3Y 3aJIaHUS, ¥ HE JEMOHCTPHUPYS IIPU 3TOM 3HAHUS 60-70
TEOPHUU U NIPAKTHKU BOIIPOCA.

S | TTombITKH MOAPOOHOTO TIEpeCcKa3a MPUBEICHHBIX B TEKCTE CTaThU HUIIEH. 50-60

6 | IMonbITKK MepecKasa TEKCTa CTaThH. 40-50

7 IlompiTKN MEepeCKa3a TCKCTa CTaTbu, U3 KOTOPOIr'O CIICAYCT, UYTO aBTOP HC
IIOHUMAaET CYTH BOIIpOcCa.

30-40

Hpoduab «YnpasiaeHue 4eJJ0Be4eCKUMU pecypcaMm»

Crates: Barling J., Weber J., Kelloway E.K. (1996) Effects of transformational leadership
training on attitudinal and financial outcomes: A field experiment. // Journal of Applied
Psychology, 81(6): 827-832.

Cucrema ounenku 100-6aiibHasi. OTBeTbl HAa KaKIblii BONPOC CTaTbU (Bcero 5
BOIIPOCOB) OlleHMBAJIUCH M0 20 0a/UIbHOM HIKAJIe.

Crarps Obula M3HAYaJIBHO MOJOOpaHa TakUM 00pa3oM, YTOOBI YYACTHUKH OJIMMIINAJIbI,
XOpOILIO BIAJCIOIINE AHTIMMCKUM S3BIKOM, MOTJIM HAWTH OTBETHl HA BCE IIOCTaBICHHbBIC
Bonpockl (kpome Ne 4 u Ne 5) HenmocpencTBeHHO B crarbe. [Ipy 3TOM, MPOCTO HAXOXKIACHUE
MPAaBWIBHBIX OTBETOB HEJOCTATOYHO [UIsl TOMYYEHHS OTIUYHON OIICHKU 3a OJHMIIHAIHOE
3aganue. [loaTomMy, OTBETH Ha BCE BOIMPOCHI K CTaThe pa3felieHbl Ha JIB€ TPYIIBL: T€, YTO
MUMEITUCh B CTaThe (M HAJIM4YKMe KOTOPBIX 00ECIeYnBaeT yYaCTHUKY oauMmuansl 12-16 6amioB u3
20 OamioB 3a KaXIbIM BOMPOC), U T€, KOTOPHIX B CTaThe HE OBLIO, HO HAIMYHME KOTOPBIX
OTJIeNsIeT OTJIMYHBIE PaboThl OT XOPOIIMX, C COOTBETCTBYIOLIEH oueHkoi 17-20 GamnoB 3a
Kaxablid Bonpoc. Ilpeanonaraercs, 4To y4acTHUKM OJMMIIHMA[bI, HaOpaBliue MeHee 12 Oaiios
no 20 6ayuibHOM mIKaje 3a BOMPOC, A0 KOHKYPCHOM TIJIaHKM HE JOTATUBAIOT, I[O3TOMY
pacripeneneHue 6aioB MeHee 12 ocTaeTcst Ha pacCMOTPEHUE MPOBEPSIOIETO MPEenoiaBaTes.

Bonpoc 1. KakoBbl 0CHOBHBIE IPO0JIEMBI, pACCMATPHBAaEMbIe B CTaThe?

PaccmarpuBaeTcsi OAHOBPEMEHHO HECKOJIBKO MPOOIIeM.

OcHoBHas:

Bruanue mpenunea (obyuenus) no mpanc@opmayuoHHOMy IUOepcmey HA mpu pa3Hblx
noxazamesi 2 GexmusHOCmU MeHeOHCePO8-YNPABIAIOUWUX omoenreHusMu 6anka: 1) usmenenue
JUOEPCKUX Kauecms (N08edeHUsl) MeHedIHCcepos, 2) usMeHeHUe NPUBEPHCEHHOCTIU NOOYUHEHHBIX K
opeanuzayuu, 3) yrydulenue ouHaHcosvlx nokasamerel pabomsi omoeneHus OanHKda.

Kaoicoas uz nocnedyrowux ucciedyemvix npooiem CmMpoumcss Ha OCHO8e NpeoblOyUUX.
CrnoBo TpeHMHr (00y4eHHE) OYeHb Ba)KHO — paccMaTpUBAaeTCs HE CaMmoO JHMJEPCTBO, a UMEHHO
TPEHUHT (M 3TO CTAHOBUTCS BaKHBIM IPU OTBETAX Ha OCTalbHbIE BOIpockl). Ecnu 310 cinoBo
YIIYILIEHO B OTBETE, OLIEHKA 3a BOIIPOC CHMXkaeTcs 10 11 6annos, 1axe ecinu Bce TpU MOKa3aTes
YKa3aHBbl.

Hns monydenuss oueHkd B 12 0a/JIOB YYaCTHUK OJUMIIMAAbI JIOJDKEH YyKas3aTh, Kak
MUHUMYM, OCHOBHYIO Ipo0jeMy, CO BCEMH TpeMs IMyHKTaMu (mokazatensmu). Ecin ocHOBHas
npobiieMa He yKa3aHa, TO CTaBUTCS MeHee 12 GaiioB, axe ecia yKa3aHbl BTOPOCTETICHHBIE.

JlonoHUTENbHbIE TPOOJIEMBI CTAThH !
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o TpeHuHT HE BCero TpaHC(HOPMAITMOHHOTO TOBEACHHS (JIMIEPCTBA), @ OCOOEHHO €ro YacTH —
WHTEIJICKTYaTbHOU CTUMYSIUU. CTaBUTCS OTIOTHUTEIHHO 2 6ajijia YIaCTHUKAM OJIMMITHAIBI,
OOHapYXUBIIMM 3Ty JETAllb.
o Y4YacTHUKaM OJIMMIUAbI, HAIIeAmUM 1, 2 unu 3 TONOJIHUTEIbHBIE TPOOJIeMbl, TPUBEACHHBIC
HUKE, CTAaBUTCSI COOTBETCTBEHHO 16, 18, 20 6as/10B, T.K. BBISIBJICHHAE 3TUX MPOOIEM YKa3hIBAET
Ha CIIOCOOHOCTh K CHHTE3Y W aHalu3y MH(OpMAIUHM, a HE TOJBKO IEpecKa3y MpOYUTaHHOTO
Marepuana (BHE 3aBUCHMOCTH OT TMOPSAKA YKa3aHWs, T.€. €CIM YYaCTHUK OJMMIHAIbI yKas3all
emie 2 Jr0ObIe JOMOJIHUTENBHBIE MPoOaeMbl, OH mojydaeT 18 OamoB). [[pyroe koanuecTBo
6ayutoB (Hampumep, 17 BMecTo 16) MOKeT OBITH MOCTABJIEHO, €CJM yYYACTHUK OJUMITHAJLI HE
TOJILKO HAIIeJ IOTIOJHUTEIBHYIO MPoOIeMy, HO U AETAbHO OOBSICHUT €€:
» [Ipobnema TOTO, YTO U3MEHEHHE CTWJISI JTUACPCTBA MPAKTUYECKHA BO3MOXKHO — TO €CTh,
CTHJTIO JIMJIEPCTBA MOKHO HAYUYHTh.
= PaccMarpuBaroTCs NPUYUHHO-Ce0CMBEHHbLE 63AUMOOMHOULCHUS MEXIY
WHTEPECYIOIIMMHU UCCIeIoBaTeNell KOHCTPYKIUSIMHU.
= PaccMaTpuBalOTCS  OJHOBPEMEHHO  «MSTKHE»  (IIOBEIECHYECKHE) M (OKECTKHE»
(HampsiMyro  uU3MepsieMble, B JAaHHOM cllyuae — (HUHAHCOBBIE) [OKa3aTelu
3¢ PEKTUBHOCTH.

Bonpoc 2: Kakue H3 NpuBeIeHHBIX B CTAaThe HCCJIEI0BATEIbCKHX METOA0B H
BBIBO/IOB 10 Pe3yJIbTATaAM HCCJI€I0BAHUS MPEACTABJISIOTCS BAM CIIOPHBIMHU, HE0CTATOYHO
obocHoBanHbIMHU? [Touemy?

[IpoGnem ¢ BbIBOJAMH OYE€Hb MHOTO HM3-3a MPOOJIEM C JU3aHHOM CaMOT0 HMCCIIEIOBAHUS.
Bce ocHOBHBIE BBIBOIBI, CA€TaHHBIE aBTOPAMHU CTaThH, MOKHO JIETKO MOJBEPTHYTh COMHEHHUIO.
bannbl 3a 0TBETHI Ha JaHHBINA BOMPOC PACHPEIEIAIOTCS CIEAYIONIIM 00pa3oM:

3a KaxAyl HaieHHy0 mnpoOsiemy: +2 0aaja. 3a Kaxaoe npasuibHoe 000CHOBAHUE:
+ 4 nonoJIHUTebHBIX 0ajia. JlonoaHuTenbHble 6amibl (1-4) pacnpenenstoTcs: B 3aBUCUMOCTH
OT TOTO, HACKOJIbKO JIOTHYHBIM M apryMEHTHPOBAHHBIM ObUTIO OOBsicHeHue. [Ipu mpaBuiIbHOM
U3JI0KEHUU NpoOJIeMbl, HO HE COBCEM JIOTUYHOM, HE COBCEM IpaBHIBHOM OOOCHOBaHUH,
Y4aCTUYHBIEe OaJIIbl MOTYT OBITh HAUMCIIEHBI 110 YCMOTPEHHUIO MTPOBEPSIIOIIET0 MPernoiaBaTens, Ho
He Oomee 6 OamioB 3a Kaxayw mnpobimemy. Takum oOpazom, 3a BCe TpU MPABUIBHO
00OCHOBaHHbIE MpPOOJEMBbl YYaCTHUK OJUMOMAAbl monydaer Ao 18 ©6annos. Eme nBa
HAUUCIIAIOTCS yYaCTHUKaM OJMMITMAJbBI, HalIeqIIUM TpolieMy B TaOIUIEe pe3yabTaToB
ucciaenoBanus — 1 Oamn 3a HaxoxaeHuWe mpooOiiembl, n eme |1 Oamr — 3a 0OOBICHEHHE,
apryMeHTaluIo TOTo, Io4eMy 3T0 npoodiema.
Ilpobnema 1. Hzmenenue e6ocnmpusmus NOOYUHEHHLIMU UX  pPYKogooumenel 8
IKCHNEPUMEHMATILHOU 2pYnne, AK00bl U3-3a MpeHUuHea MPaHcHOPMAayUOHHO20 TUOePCMEa.
[Ipobnema 3axitouyaeTcs B TOM, YTO, BO-TIEPBBIX, IKCIEPUMEHT HE OBUI «UHUCTBIMY.
PykoBoauTensM B KCIIEPUMEHTAIBHON IPYyIIe pa3penanoch 00CyKaaTh 1eTald X TPEHUHTa C
NOJYMHEHHBIMH. Takum 006pa3oM, MOJUYNHEHHbIE A0COIIOTHO TOYHO 3HAJIM, YTO OHM HAXOAATCS B
OKCTIEPUMEHTAIBHON TpYyIIe; MOAYNHEHHBIM MOTJIO CTaTh M3BECTHO, KaKWe MMEHHO KavyecTBa
HCCIIEIOBATENH TIHITATUCH «IIPUBUTHY», U OHU OIICHWIHM dTH KadyecTBa Kak Oojee BBICOKHE (T.H.
Hawthorne effect). Bo-BTOpbiX, mpu TrpylnmoBOM TPEHHUHTE pa30UPaIKMCh pa3IMYHbIC THIIBI
JWIEpCTBA, B T.4. TpaH3akmuoHHOe. CKa3aTh, YTO MEHEDKEpHl «00ydJalnnuch» TOJBKO
TpaHC(OPMALIMOHHOMY JIMJEPCTBY, M UYTO TOJBKO OSTOT TpPEHUHr HuMen 3(dexr, Hembss.
Bo3MoxHO, MEHeIKephl HUCIONb30BATM BCE NPUEMBI, a HE TOJBKO TpPaHCPOPMALMOHHOE
JUIEPCTBO. B-TpeTbux, B MeTOJe UYETKO YKa3bIBa€TCS, 4YTO TPEHUPOBAIOCH OCOOEHHO
MHTEJUIEKTYyaJIbHOE CTUMYJIMPOBAHUE, A IOJAYMHEHHBIE OLIEHWIM CBOMX MEHEDKEpOB Ooiee
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BBICOKO IO BCEM KauyecTBaM TPaHCPOPMALMOHHOTO JHAEpPCTBA. TO €CTh, HAIUIO SBHOE
npeyBeNUYeHUE EHCTBUTENBHBIX JIUAEPCKUX CIIOCOOHOCTEN JIMCPOB MOAYMHEHHBIMHU.

Ilpobnema 2. Yeenuuenue npugepaiscenHocmu pabomuuka K 0peaHu3ayuu.

[Tpobnema nMeeT TO K€ TEOpeTHYecKoe 00OCHOBaHME, 4TO M mpobiema Ne 1 — TO ecTh,
Hawthorne effect u orcyrcTBHE «ducTOro» sKcrnepuMeHTa. BepuTh pesynbraram ormpoca, Korjaa
MOJYMHEHHBIE TOYHO 3HAJIH, YTO 0OCYKIAJIOCh, U OTBEYAIHM HA BOIPOCHI O MPHUBEPIKEHHOCTH K
OpraHu3alii, MO)KHO C COMHEHUEM. YYAaCTHUKHU OJMMITHAbI MOTJIM PACIUCATh ATy MpodiIemMy
NOJPOOHO MJIM COCTIAThCs Ha JIOTHKY Tpo0sembl Ne 1, ecin oHa Obuta 00CyXIeHa ITePBOH.

Ilpobnema 3. HAxobwl navioen 3¢hgpexm erusiHUA MPeHUHea HA PUHAHCOBbLE NOKA3AMEU.

[Tpobnema 3axitoyaercss B TOM, YTO TPYAHO HANPAMYIO 3aMepuTh 3(PQeKT BIusSHHUS Ha
¢uHanCch. Bo-miepBBIX, IponuIo 5 MecsueB, a 0aHKOBCKUI OM3HEC, KaK U3BECTHO, MOBEPraeTcs
UKIMYECKUM H3MEHEHHUSM (Hampumep, Hepea HOBOTOJHUMH Mpa3THUKAMHM YUCIO 3a€MOB U
KPEIUTHBIX KapT YBEIMYHMBACTCS B CBS3U C YBEJIWYCHHBIMH pacxojamu). He mpunHumas Bo
BHUMaHHE IUKIMYHOCTh OAHKOBCKOTO OW3HEca, HENb3s C YBEPEHHOCTBIO CKa3aTh, 4YTO
pe3yibTaThl (PUHAHCOBOM JCSITEIBHOCTH 3aBUCENIN TOJIBKO OT TPEHUHTa. BO-BTOPBIX, pe3yabTaThl
YKa3bIBAlOT, YTO B 00EUX TPyIIax KOJUYECTBO KPEIUTHBIX KapT BOOOIIEC CHU3HIIOCH IOCIIE
SKCIIEPUMEHTA (YYACMHUKAM ONUMNUAObLI, HAWEOWUM 3MYy O0emailb, C COOMBEnmCmEyVIouUM
obvscHenuem u apeymenmayueti, oooasisiemces 2 6anna). To ecTh, HE CPAaBHUBACTCS, HACKOJIBKO
(UHAHCOBBIE TOKA3aTeNW YIAYYIIWIACH B JTOH TpyImIe, a CMOTPUTCSA, HACKOJIBKO OHH HE
YMEHBIIMIIUCh. JTO YK€ COBEPIIEHHO APYroe CpaBHEHUE, U HAIUIIO SBHOE MPUCYTCTBUE KaKOT 0-
To Tperbero (aktopa (third variable cause), npuUYMHHO-CIICACTBEHHOE BJIMSHHE KOTOPOTO HE
Ob10 yuteHo. U eme — nokazarenu puHancoBoit 3pPeKTUBHOCTH 3aMEPSITUCH HA YPOBHE OaHKa
IPU TOM, YTO HE Bce pabOTHHUKM OaHKa (OCOOEHHO B KPYIHBIX OaHKax) ObUIM 3a/1€HCTBOBAHBI B
UCCIIEIOBaHHH.

Bonpoc 3: KakoBbl orpaHu4eHus POBEIEHHOI0 UCCJIeI0BAHUA?

B crareke mepeudncieHo JOCTaTOYHO OOJBIIOE KOJIMYECTBO MpOOJIEM M OrpaHMYCHHUN
JTAHHOTO WCCIIeZIOBaHMs. B JOMONHEHHe K 3TOMY, €CTh MHOTO HE YKa3aHHBIX, M yJaCTHUKHU
OJTUMITHAJIBl MOTYT HAaWTH YTO-TO, HE NepeurcieHHoe Hike. CtaButca + 2 6ajia 3a KaxIblid
NyHKT (orpaHudeHue). Eciim yuacTHUKH OMMMITHA/IBI YKa3aidl OTpaHUYEHUs, HE TepeUUCIICHHBIE
HIDKE, HEOOXOJWMO apryMEeHTHPOBaTh, YTO 3TO JACUCTBUTEIHHO orpannyeHue. 10 riiaBHBIX
OTpaHUYEHUHN HCCIIeJOBAHUS:

1. Manenskuil pazmep BEIOOpKH.

2. Hebonbmoe (y3K0€) KOJIMUECTBO MOTEHIMAIBHBIX 3aBUCUMBIX MEPEMEHHBIX (outcome
variables). /Ipyrue nepemeHHbIe (yKa3aHbl B CTaThe) TAKXKE BAKHBI.

3. Tlokazatenmn ¢duHaHCOBOW 3((HEKTHBHOCTH 3aMepsUIMCh Ha ypoBHE OaHka (Oosee
3¢ (eKTUBHBIM ObUIO ObI 3aMEPATh HHINBUAYAIbHbIE TTOKA3aTEINN ).

4. Hawthorne effect — orMeueH caMuMu HUCCIIETOBATEISIMA.

5. OrcyrcrBue placebo control group — mpoGiiemMa BHYTpeHHEH BaIHIHOCTH.

6. OtcyrcTBOBano pasaeneHue 3¢¢exra rpynrnoBoro u MHIAUBUAYAIBHOIO TPEHHHTa —
Kakoit UMeHHO 6osiee 3(pPeKTUBEH, HEU3BECTHO.

7. OrpaHuueHHBIH CPOK HccienoBaHus — 5 mecsaueB. Kakoii a¢dexr Obin uepe3 mecsi?
Yepes roa?

8. TpeHuWHT 3aKitOYalCsi, B OCHOBHOM, B YBEJIHUYEHHH HHTEIUICKTYAIbHOW CTUMYIISIINH.
HewsBecTHO, MOATAIOTCS JIM IPYTHAE KOMIIOHEHTHI TPaHC(HOPMAIIMOHHOTO JINJEPCTBA (Hapumep,
Xapu3Ma) TPCHUHTY?

9. V3kumit cektop — OaHKOBCKMHA. B03MOXHO, B JIpyrux CeKTopax, rJe KOHTAaKT C
KJIIMEHTaMH MEHbIIE (M OobIe), 3 (HEKT TPEHUHTa OKAKETCSI COBEPIICHHO APYTHM.
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10. Meton cratuctudeckoro anannza — ANOVA — nuMeer 60JIbIIoe KOJTHIECTBO MPoOIeM,
U Ha TaKOW MaJIEHBKOH BBIOOpKE BO3MOXKHBI OmMOKH Kak I, Tak u Il Tuma, He cumras Apyrux
npobOsieM. CyIiecTByeT MHOTO JAPYTUX METOJIOB CPaBHEHUS TPYII, U JIJIS UCKIFOUEHUS! OMIHOOK,
MOYKHO OBLIO MEPETPOBEPUTH PE3YNIbTATHl OJHUM U3 APYTHX METOJIOB.

Bonpoc 4. KakoBbl HanpaBjeHusi ucnojb3oBanusi HR-meHem:kepaMu pe3yjibTaToB
2TOr0 MCcJae0BaAHusA?

B 5srom Bompoce BO3MOXKHO HEKOTOPOE pacXOXKAEHHWE OTBETOB, T.K. OTBET
HEMOCPEJCTBEHHO 3aBHCUT OT 3PYAULMUHM M KPEaTUBHOCTH YYacTHMKa OlMMIIMajabl. bamisl 3a
OTBETHI Ha BOIIPOC paclpeestoTcs CIEAYIOUMM 00pa3oM:

8-10 6a)1s10B — 32 yKa3aHUE TOMYCTHUMbIX HAlpaBJICHUI NCIOIB30BAHUS PE3YIHTATOB.

10-12 6a/1;10B — 32 JJOTUYHBIN U APTyMEHTHPOBAHHBINA OTBET.

Pazbpoc B OGamnax 00IbINON, HO BCE 3aBUCHT OT KaueCTBA OTBETA. YUYACTHUK OJUMITUAJIBI
MOJKET yKa3aTh TOJBKO OJIHO HANpaBJE€HHE, HO CIENAaTh 3TO HACTOJbKO apryMEHTHUPOBAHO, YTO
IpU IpoBepke OyleT MOHATHO, YTO OH XOPOILIO pa3dupaercs B TeMe. A MOXKET MepeunucinTh 5,
HO HE 00BSACHUTD, KaK 3TO BOOOIIIE CBA3aHO C TEMOM U NpoOIeMaTUKON CTaThU.

O0s3aTeIbHOE  yCJIOBHE:  IEpPeYHCJEeHHble  HaNpaBJeHUS]  HMCIOJIb30BAHUS
pe3y/IbTATOB HCCIeJOBAHHUS JOJKHbBI HaNPSIMyI0 OTHOCHTBhCA K crarbhe. Hampuwmep,
apryMeHTHpOBaHHO€  OOOCHOBaHHWE  TOr0, YTO  BBICOKAs  3apIulata  yBEJIUYUBAET
IIPOU3BOUTENIBHOCTD TPY/a, Mody4aeT oneHKy 0 0amioB, T.K. K TEM€ CTaThbU U MCCIIEA0BaHUS HE
OTHOCHTCS.

JlonycTuMble HanpaBIeHUs UCIOIb30BaHUs PE3yJIbTaTOB UCCIIECAOBAHUS:

e licrionp30BaHME TpPEHWHTa TPaHCHOPMAIMOHHOTO JIMJACPCTBA JUIS  MOBBIIICHUS
(¢uHaHCOBBIX TOKa3aTened dS(PPEKTUBHOCTH TpyJda, HNPHUBEPKEHHOCTH K OpraHU3aluH,
BOCTIPHSITHS JIUJIEPCKUX KA4ECTB MEHEHKEPOB MO TYMHEHHBIMHU.

¢ PazBuTHe HaBBIKOB TPaHC(HOPMAIIMOHHOTO JIUJIEPCTBA Y MEHEIKEPOB.

e CpaBHeHHE Y(PPEKTUBHOCTH TPAH3AKIIMOHHOTO MU TPaHC(HOPMALMOHHOTO JHIEPCTBA B
OTIpe/IelIEHHONW OpraHu3alMM, a 3aTeM MpULEeIbHOEe NpUMeHeHHue Ooisiee 3¢ (EeKTUBHOrO THIIA
JUJIEPCTBA B OpraHU3alMy.

Bonpoc 5: SIBasiloTcst JiM paccMOTPeHHbIe B CTaThe MP00JaeMbl AKTYAJIbHBIMH [IJIfl
POCCHIICKMX OPraHU3alui?

B To Bpems, kak MccienoBaHUS UMEHHO B 00JIACTH TpaHC(QOPMAIMOHHOTO JUAEPCTBA B
Poccun moka emie OrpaHWYEHbI, HE CYHIECTBYET HHKAKUX TEOPETHYECKUX MPEIIOCHIIOK,
NPEMATCTBYIOIIMX OTHECEHHIO 3TOW MpoOiieMbl K akTyanbHbIM B Poccuu. B poccuiickux
KOMITaHUSX, KaK U Be3Jle, TOCTOSHHO PeIIaeTcs BOIPOC MPOU3BOAUTENILHOCTH TPY/la, TEKYIeCTH
HepcoHana u JAp., TO €CTh JII0ObIe HANpaBJICHUs, MO3BOJIAIONINE PEIIUTh 3TH MPOOIEeMbl, OYAyT
pUBETCTBOBaThC. Teopusi TpaHC(HOPMAIMOHHOIO M TPAH3aKIIMOHHOTO JIMJEPCTBA MOTy4HIIA
HIMPOKYIO SMIIMPUYECKYIO0 TOJACPKKY 3a MocleAHue 25 JeT, U BIMSHHME JHJEpCcTBa Ha
2 peKTUBHOCTH BO BceX cdepax yke He ocrmapuBaercs. Tem He MeHee, 3P EeKTUBHOCTH JTH000TO
MeTona OyleT 3aBHCETh OT KOHKPETHBIX OOCTOSTENBCTB, W TO, YTO NPHUMEHHMO B OIHOMH
KOMITAaHWHU, MOXET OBITh HETPUMEHUMO B JPYrod. YUaCTHUKH OJMMITHAIBI TOJKHBI MOHSATH U
apryMEHTHPOBAHHO yKa3aTb 3Ty pPa3HHUIly, a HE CJIENO0 OTBEpraTb WJIM NPUHUMATh KaKOW-TO
METO/.

Baniel 32 0TBETHI Ha BOIIPOC paclpeeNsaioTcs CIeAYIOIM 00pa3oM:

16-20 6an10B: OTUYECKH apryMEHTHPOBAHHBIN, CO/IEP)KATENBHBIA OTBET CO CCHUIKOM Ha
TEOPUH (MM MX OTCYTCTBHUE) OTHOCUTENILHO NMPHUMEHEHUs ONMCAaHHBIX METOJOB B POCCHMCKOM
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npakTtuke. bmke k 20 6amiaM: y4acCTHUKOM OJIMMIIUAAbI UCTIOIb3YEeTCS HMEHHO 3HAaHHE TEOPHUU.

bimxe k 16 OamiaM: UCIONIB3YETCS UCKIIFOUUTEIBHO MaTeEpUai CTaThU.

12-15 6an10B: OTBET apryMEHTHUPOBAH, HO HET CCBUIOK HAa TEOPHIO, TO €CTh HAIMIIO
UCKJIFOUUTENILHO JIOTUYECKHE 3aKIIIOYEHUS aBTOPA.

Menee 12 6a/1J10B: JIOTHYECKAS APTYMEHTALUSA OTCYTCTBYeT.

IIpodnib «IKOHOMHUKA BIEYATICHHI: MEHEIZKMEHT B HHYCTPUH I'OCTENPHUMCTBA M TYPU3ME))

Ne
/o

Kpurepuu

basnel

ABTOp MOJIHOCTBIO ¥ ApPTYMEHTHUPOBAHO OTBETHJI HAa BCE BOIIPOCHI JIJIsSI
pasMbIIeHus, chopMynrpoBaHHBIC B 3aaHUU. [IpoIeMOHCTPUPOBAHO
MMOHUMaHKE MPOOJIEMHOTO IOJISI CTATHU M METOJIOB UCCIICIOBAHHUS;, B paboTe
IIPUCYTCTBYET KPUTHUUECKUH MOJIXO K IPOBEICHHBIM B CTaThe
WCCIIEIOBATEIILCKUM METOJIaM U BBIBOJAM TI0 PE3YJIbTaTaM HCCIICOBAHUSI.
CoobpaxkeHrs aBTOpa OTHOCUTEIBHO MPAKTHYECKOM 3HAYMMOCTH
MIPOBEJICHHOTO UCCIICIOBAHMSI M BO3MOXHBIX HAIPABJICHUH €r0 pa3BUTHUS
000CHOBaHBI. ABTOPOM TPOaHAIM3UPOBAHA AKTYaTbHOCTh PACCMOTPEHHBIX B
cTarbe MpoOIIeM JIJIsl POCCUHCKOM WHIYCTPHH TOCTEIPUUMCTBA M TypH3Ma.

90-100

ABTOp OTBETHJI Ha BCE BOIIPOCHI JUIsl pa3MbIILICHUS, CHOPMYITUPOBAHHBIC B
3ananuu. [IpogeMoOHCTpUPOBaHO MOHUMAHUE MPOOJIEMHOIO MOJI CTaThU U
METOJIOB HccienoBanusd. [IpeanpunsaTa ycrnemHas NonbITka KpUTUYECKOTO
IIOJX0/1a K IIPUBEICHHBIM B CTaThE UCCIIEA0BATEIBCKUMHU METOJAM U BbIBOJIAM
10 Pe3yJbTaTaM MCCIEA0OBAHUS U BO3MOKHBIX HAIPABICHUN €r0 pa3BUTHSL.
PaGota rapmonnuna u noruyna. [Ipu sTomM cooOpaskeHus: aBTOpa B OTJEIbHBIX
cirydasix 000CHOBaHBI B HEJJOCTATOYHOM CTETICHH.

70-89

OTBeTHI Ha BCE BOMPOCHI TSl pa3MbIIILIEHHUs, 0003HAUYEHHBIE B 3a/IaHUH,
HaIlUTH OTpakeHue B padoTe. PaboTa mo3BoseT cienaTh BHIBOJ O TOHUMaHUU
aBTOPOM OCHOBHBIX MOJOXKEHHH cTaThi. OJTHAKO COOOpakeHUs aBTOpa Mo
CYIIECTBEHHOH YaCTH BOTIPOCOB JIJIsl pa3MBIIILUIEHUS, C(HOPMYITHPOBAHHBIX B
3aJlaHu¥, HEJJOCTATOUYHO APTYMEHTHUPOBAHBI, WM apTyMEHTAIIUS SIBIISIETCS
HEBEPHOM.

50-69

ABTOp B LI€JIOM, HO HE COBCEM TOYHO, TPOJEMOHCTPUPOBAJ TIOHUMAHHE
MPOOJIEMHOTO OIS CTaThU U MCIOJIb30BAaHHBIX METO/IOB UCCIIeI0BaHUs. B
paboTe npeAnpuHATa HeOe3yCrenIHas MONbITKa PACKPHITHS BCEX WIN MOYTH
BCEX CPOPMYIUPOBAHHBIX BOMPOCOB ISl pa3MBbIILIJIEHHS], OHAKO,
apryMeHTanus B OOJIBIIMHCTBE CIy4aeB SBJISIETCS HEBEPHOU WIIM OTCYTCTBYET.
3HauuTeNbHAsT YacTh pabOThI MOCBsIIEHA IEpPECKa3y CTaThH.

30-49

B pabote Hanum oTpaxxeHHEe HECKOJIBKO U3 TIOCTABICHHBIX B CTAThE BOIIPOCOB
JUTs pa3MbIieHus. Pabota HOCUT omMcaTeNbHBIN, @ HE AHATUTHYECKHUI
Xapaktep. ApryMeHTanus cinaba, ommOoYHa WM OTCYTCTBYET.

10-29

OTBeThI Ha BONPOCH! OTCYTCTBYIOT/OTBETHI HA HEKOTOPHIE BOIIPOCHI
OTpa’KEHbI, HO TEKCT pabOThI MO3BOJISIET C/IETATh BBIBOJ O TOM, UTO aBTOP
HEMPABUJIBHO IMOHS OCHOBHBIE MOJ0XKEHHS CTaThbU/OTBETHI IPAKTUUECKU HE
BSI3aHBI C [I0CTABJICHHBIMU BOIIPOCAMM.

0-9
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