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Направление «Филология» 

Профиль: 

«Компьютерная лингвистика»      КОД - 270 

Время выполнения задания 180 минут 

 

Задание 1. 

Решите задачу: 

В столбец написано 4 слова. Всегда ли можно вычеркнуть одно так, чтобы оставшиеся 3 

шли или в прямом или в обратном алфавитном порядке? Ответьте на аналогичный вопрос, 

если написано 5 слов, а вычеркнуть надо 2. 

Задание 2.  

Перед вами  стоит задача разработать систему для дигитализации 86 томов 

Энциклопедического Словаря Ф.А.Брокгауза и И.А.Ефрона. Вам нужно не просто 

оцифровать Словарь, но представить его содержимое максимально полно в виде открытой 

базы данных, интегрированной с википедией. Примеры страниц представлены в 

приложении. 

Ваша задача состоит в том, чтобы: 

а) Составить мини-проектное задание, в котором были бы сформулированы основные 

характеристики конечного продукта: те, которые вам кажется необходимыми, а также те, 

которые вы считаете желательными. Мотивируйте ваше решение: какие возможности 

предоставляют пользователю те или иные характеристики продукта? 

б) Определить основные этапы проекта и их последовательность. 

в) Составить список лингвистических проблем, с которыми вы, возможно, столкнетесь на 

каждом из этапов, и предложить пути их решения. 

Задание 3. 

Прочтите пост из блога, посвященного автоматической обработке естественного языка 

(http://nlpers.blogspot.com/).  Сформулируйте основные идеи, связанные с задачами 

компьютерной лингвистики, высказанные автором в данном посте. Напишите краткое 

эссе объемом не более двух страниц на русском языке о том, как вы понимаете эти идеи. 

Если у вас возникли собственные соображения по этой теме, выскажите их.  

The friend I crashed with while attending SODA is someone I've known since we were five 

years old. (Incidentally, there's actually someone in the NLP world who I've actually known 

from earlier...small world.) Anyway, the friend I stayed with is just finishing med school at 

http://nlpers.blogspot.com/
http://nlpers.blogspot.com/2008/01/nlper-in-algorithmists-court.html
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UCSF and will soon be staying there for residency. His specialty is neurosurgery, and his 

interests are in neural pathologies. He spent some time doing research on Alzheimer's disease, 

effectively by studying mice (there's something I feel sort of bad about finding slightly amusing 

about mice with Alzheimer's disease). Needless to say, in the process of doing research, he made 

nearly daily use out of PubMed. (For those of you who don't know, PubMed is like the ACL 

anthology, but with hundreds of thousands of papers, with new ones being added by the 

truckload daily, and will a bunch of additional things, like ontologies and data sets.) 

 

There are two things I want to talk about regarding PubMed. I think both of these admit very 

interesting problems that we, as NLPers, are qualified to tackle. I think the most important thing, 

however, is opening and maintaining a wide channel of communication. There seems to be less 

interaction between people who do (for instance) bio-medical informatics (we have afairly large 

group here) and what I'll term as mainstream NLPers. Sure, there have been BioNLP workshops 

at ACLs, but I really think that both communities would be well-served to interact more. And for 

those of you who don't want to work on BioNLP because it's "just a small domain problem", let 

me assure you: it is not easy... don't think of it in the same vein as a true "sublanguage" -- it is 

quite broad. 

 

I suppose I should give a caveat that my comments below are based on a sample size of one (my 

friend), so it may not be totally representative. But I think it generalizes. 

 

Search in PubMed, from what I've heard, is good in the same ways that web search is good and 

bad in the same ways that web search is bad. It is good when you know what you're looking for 

(i.e., you know the name for it) and bad otherwise. One of the most common sorts of queries that 

my friend wants to do is something like "show me all the research on proteins that interact in 

some way with XXX in the context of YYY" where XXX is (eg) a gene and YYY is (eg) a 

disease. The key is that we don't know which proteins these are and so it's hard to query for them 

directly. I know that this is something that the folks at Penn (and probably elsewhere) are 

working on, and I get the impression that a good solution to this problem would make lots and 

lots of biologists much happier (and more productive). One thing that was particularly 

interesting, however, is that he was pretty averse to using structured queries like the one I gave 

above. He effectively wants to search for "XXX YYY" and have it realize that XXX is a gene, 

YYY is a disease, and that it's "obvious" that what he wants is proteins that interact with (or 

even, for instance, pathways that contain) XXX in the context of disease YYY. On the other 

hand, if YYY were another gene, then probably he's be looking for diseases or pathways that are 

regulated by both XXX and YYY. It's a bit complex, but I don't think this is something 

particularly beyond our means. 

 

The other thing I want to talk about is summarization. PubMed actually archives a fairly 

substantial collection of human-written summaries. These fall into one of two categories. The 

first, called "systematic reviews" are more or less what we would think of as summaries. 

However, they are themselves quite long and complex. They're really not anything like sentence 

extracts. The second, called "meta analyses" are really not like summaries at all. In a meta 

http://www.ncbi.nlm.nih.gov/PubMed/
http://www.bmi.utah.edu/
http://www.bmi.utah.edu/
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analysis, an author will consider a handful of previously published papers on, say, the effects of 

smoking on lifespan. He will take the data and results published in these individual papers, and 

actually do novel statistical analyses on them to see how well the conclusions hold. 

 

From a computational perspective, the automatic creation of meta analyses would essentially be 

impossible, until we have machines that can actually run experiments in the lab. "Systematic 

reviews", on the other hand, while totally outside the scope of our current technology, are things 

we could hope to do. And they give us lots of training data. There are somewhere around ten to 

forty thousand systematic reviews on PubMed, each about 20 pages long, and each with 

references back to papers, almost all of which are themselves in PubMed. Finding systematic 

reviews older than a few years ago (when the began being tagged explicitly) has actually 

sprouted a tiny cottage industry. And PubMed nicely makes all of their data available 

for download, without having to crawl, something that makes life much easier for us. 

 

My friend warns that it might not be a good idea to use all systematic reviews, but only those 

from top journals. (They tend to be less biased, and better written.) However, in so far as I don't 

think we'd even have hope of getting something as good as a systematic review from the worst 

journal in the world, I'm not sure this matters much. Maybe all it says is that for evaluation, we 

should be careful to evaluate against the top. 

 

Now, I should point out that people in biomedical informatics have actually been working on the 

summarization problem too. From what I can tell, the majority of effort there is on rule-based 

systems that build on top of more rule-based systems that extract genes, pathways and relations. 

People at the National Library of Medicine, Rindflesch and Fiszman, use SemRep to do 

summarization, and they have tried applying it to some medical texts. Two other people that I 

know are doing this kind of work are Kathy McKeown and Greg Whalen, both at Columbia. The 

Columbia group has access to a medically informed NLP concept extractor called MedLEE, 

which gives them a leg up on the low-level processing details. If you search for 'summarization 

medical OR biomedical' in GoogleScholar, you'll get a raft of hits (~9000). 

 

Now, don't get me wrong -- I'm not saying that this is easy -- but for summarization folks who 

are constantly looking for "natural artifacts" of their craft, this is an enormous repository. 

http://www.nlm.nih.gov/bsd/pubmed_subsets/sysreviews_sources.html
http://www.pubmedcentral.nih.gov/about/ftp.html











