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1. (10%) For the function

f(x, y) =
x2y2

x2y2 + (x− y)2

If possible find the following limits:

(a) (2%) lim
x→0

(
lim
y→0 f(x, y)

)
;

Fix some x0 6= 0 and consider f(x0, y) as a function of y. Then lim
y→0 f(x0, y) = 0

x2
0

= 0, hence

lim
x→0

(
lim
y→0 f(x, y)

)
= lim

x→0 0 = 0.

(b) (2%) lim
y→0

(
lim
x→0 f(x, y)

)
;

Similarly, fixing some y0 6= 0 and considering f(x, y0) as a function of x, we conclude that lim
y→0

(
lim
x→0 f(x, y)

)
=

0.

(c) (6%) lim
x→0
y→0

f(x, y).

Now consider a case when x and y tend to zero simultaneously. For example, let x = y. In this case
lim
x→0

f(x, x) = x4

x4 = 1 (3 points). Combining this to the results above, we conclude that lim
x→0
y→0

f(x, y)

does not exist (3 points).

2. (10%) Find the discontinuity points of the following function

f(x) =
1
x −

1
x+1

1
x−1 −

1
x

and find the limits of f(x) as x tends to these discontinuity points.

The discontinuity points are 0, 1 and -1, because at least one of the denominators is zero at these points
(2 points). In order to classify them, rewrite the function in the following way:

f(x) =

1
x(x+1)

1
x(x−1)

=
x(x− 1)

x(x+ 1)

(2 points). From this representation it is clear that 0 and 1 are the points of removable discontinuity,
because the limit of f(x) exists as x tends to 0 or 1. Indeed, lim

x→0 f(x) = −1, which can be found by applying
the L’Hôpital’s rule (2 points), and lim

x→1 f(x) = 0 can be found by direct substitution (2 points). Finally,
-1 is a point of essential discontinuity and lim

x→−1 f(x) =∞, as the nominator tends to non-zero finite number
and denominator tends to zero (2 points).

3. Matrix A is given by

A =


2 1 3 4
0 2 1 3
2 1 6 5
1 2 4 8

 .

(a) (6%) Find the space V of all eigenvectors of A corresponding to the eigenvalue λ = 1;
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Subtract λ = 1 from the diagonal and do the Gauss elimination.
After Gaussian elimination we have the matrix(

1 1 3 4
0 1 1 3

)
Fundamental set of solutions is

V = Lin



−2
−1
1
0

 ,


−1
−3
0
1




Grading: 2 points for the system of linear equations, 2 points for the elimination, 2 points for the
answer;

(b) (4%) Find one vector that is orthogonal to the space V ;

Any solution to the system (
−2 −1 1 0
−1 −3 0 1

)
For example, a = (0, 1, 1, 3) or any row of A− I will do, but many other vector are also ok.
Grading. Solution with explicit system: 2 points for the system of two linear equations; 2 points for
the answer. Quick solution based on idea that any row of A− I is ok gives 4 points.

4. The 3× 3 matrix A has eigenvalues 0, 1 and 2. If there is enough information find
(a) (3%) The determinant ATA;

The det(A) is zero, so det(ATA) = det(AT ) det(A) = 0;

(b) (4%) The eigenvalues of ATA;

It is not possible to find eigenvalues of ATA. Consider two matrices. The matrix A1 has 0, 1 and 2 on
the main diagonal and 0 elsewhere. The matrix A2 has 0, 1 and 2 on the main diagonal, A12 = 1 and
0 elsewhere. The resulting matrices AT1 A1 and AT2 A2 will have different eigenvalues.

(c) (3%) The eigenvalues of (A3 − 2I)−1, where I is the identity matrix;

Eigenvalues of A3 − 2I are −2, −1 and 6. So eigenvalues of (A3 − 2I)−1 are −1, −1/2 and 1/6.

5. (10%) Find the point and the value of conditional maximum of the function F (x, y) = max (2x+ 3y, 3x+ 2y)
subject to x2 + y2 = 1.

Considers the functions f1 (x, y) = 2x+ 3y, f2 (x, y) = 3x+ 2y. Equality f1 (x, y) = f2 (x, y) is fulfilled on

the line y = x. Thus, for example F (x, y) =

{
f1 (x, y) , y ≥ x
f2 (x, y) , y < x

.

One may consider three cases and compare the maximum values:

1. Find conditional maximum of f1 (x, y), given x2 + y2 = 1 and y > x .

2. Find conditional maximum of f2 (x, y), given x2 + y2 = 1 and y < x.

3. Find conditional maximum of f1 (x, y), given y = x, x ∈
[
−
√
2
2 ,
√
2
2

]
.
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Case 1

It may be done in various ways. Let’s use the method of Lagrange multipliers.

L (x, y, λ) = 2x+ 3y + λ
(
x2 + y2 − 1

)
Potential extremum is reached at the point y = − 3

2λ , x = − 1
λ , λ = ±

√
13
4

Inequality y > x is fulfilled if λ = −
√

13
4 . In this case the bordered Hessian is greater than zero:

det

 0 2x 2y
2x 2λ 0
2y 0 2λ

 = −8λ
(
x2 + y2

)
.

Thus, there is conditional maximum at the point x =
√

4
13 , y = 3

2

√
4
13 , which is equal to 13

2

√
4
13 ≈ 3, 6 .

Case 2.

L (x, y, λ) = 3x+ 2y + λ
(
x2 + y2 − 1

)
Potential extremum is reached at the point x = − 3

2λ , y = − 1
λ , λ = ±

√
13
4 .

Inequality y < x must be met. Thereby, again λ = −
√

13
4 and there is conditional maximum at the point

y =
√

4
13 , x = 3

2

√
4
13 which is equal to 13

2

√
4
13 ≈ 3, 6 again.

Case 3.

It is obvious that in this case conditional maximum is reached at the point x =
√
2
2 , y =

√
2
2 , which is equal

to 5
√
2
2 ≈ 3.5

Thus, there are two points of conditional maximum x =
√

4
13 , y = 3

2

√
4
13 and y =

√
4
13 , x = 3

2

√
4
13 , which

is equal to 13
2

√
4
13 ≈ 3, 6.

Grading: decomposition into cases — 3 points, solution of the cases 1 and 2 — 3 points for each, case 3 —
1 point.

6. (a) (4%) Find the general solution of y′′ − 2y′ + 10y = 0,

Let us solve the characteristic equation

λ2 − 2λ+ 10 = 0

corresponding to the differential equation (a). We find that λ1 = 1+3i and λ2 = 1−3i are the solutions
of this characteristic equation. Hence, the general solution of the differential equation (a) is

y(x) = C1e
x cos 3x+ C2e

x sin 3x, where C1, C2 ∈ R.

(b) (2%) Find any particular solution of y′′ − 2y′ + 10y = sin 3x,

We seek the particular solution of the differential equation (b) in the form

y(x) = A1 cos 3x+A2 sin 3x. (1)

Substituting expression (1) into equation (b), we obtain A1 = 6
37 and A2 = 1

37 . Therefore, the particular
solution of the differential equation (b) is

y(x) =
6

37
cos 3x+

1

37
sin 3x.
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(c) (2%) Find any particular solution of y′′ − 2y′ + 10y = ex,

We seek the particular solution of the differential equation (c) in the form

y(x) = Bex. (2)

Substituting expression (2) into equation (c), we obtain B = 1
9 . Consequently, the particular solution

of the differential equation (c) is

y(x) =
1

9
ex.

(d) (2%) Find the general solution of y′′ − 2y′ + 10y = sin 3x+ ex.

The particular solution of the differential equation (d) is a sum of particular solutions of equations (b)
and (c). Thus, the particular solution of the differential equation (d) is

y(x) =
6

37
cos 3x+

1

37
sin 3x+

1

9
ex.

Therefore, the general solution of equation (d) is

yb(x) = C1e
x cos 3x+ C2e

x sin 3x+
6

37
cos 3x+

1

37
sin 3x+

1

9
ex, where C1, C2 ∈ R.

7. Time before the first screen break of IPhone 11 is a random variable, X, with exponential distribution: P(X ≤
x) = 1− e−λx. The mean time before break is 10 months.

(a) (3%) Find the probability that a new IPhone screen will not be broken during the first 15 months.

E(X) = 10, so λ = 1/10, P(X > 15) =
∫∞
15
f(x)dx = exp(−3/2)

(b) (3%) Find the variance of the time before the first screen break.

Var(X) = 1/λ2 = 100

(c) (4%) You have an IPhone with screen which was not broken during the first 10 months since purchase.
Find the probability that the screen for this IPhone will be ok for at least additional 15 months.

Using memoryless property of exponential distribution or explicitely calculating conditional probability
we obtain the same probability exp(−3/2).

8. Joint probability density function of random variables X and Y is:

f(x, y) =

{
c(x2 + y), if 0 ≤ x ≤ 2, 0 ≤ y ≤ 1

0, otherwise

(a) (2%) Find c

∫ 1

0

∫ 2

0
c(x2 + y)dxdy = 11

3 c = 1. Hence, c = 3
11

(b) (3%) Check whether X and Y are independent
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fX(x) =
∫ 1

0
3
11 (x2+y)dy = 3

22 (2x2+1), fY (y) =
∫ 2

0
3
11 (x2+y)dx = 2

11 (3y+4). fX(x)fY (y) 6= fX,Y (x, y),
hence, variables are not independent.

(c) (2%) Find E(X)

E(X) =
∫ 2

0
3
22 (2x2 + 1)xdx = 15

11

(d) (3%) Find probability P(XY > 1)

P(XY > 1) =
∫ 2

1

∫ 1

1/x
3
11 (x2 + y)dydx = 13

44

9. Let X = (X1, . . . , Xn) be a random sample from the distribution with density function

f(x, θ) =

{
2x
θ2 , x ∈ [0; θ],
0, x 6∈ [0; θ],

where θ > 0 is an unknown parameter.

(a) (2%) Find the estimator of the parameter θ using method of moments. Use first initial moment condition.

The first initial moment condition is µ1 = µ̂1. Let us find µ1 := E[Xi]. We have

µ1 = E[Xi] =

∫ +∞

−∞
xfXi

(x)dx =

∫ θ

0

x
2x

θ2
dx =

∫ θ

0

2x2

θ2
dx =

2θ3

3θ2
=

2

3
θ.

As µ̂1 = X, the moment condition takes the form 2
3θ = X. Solving this equation with respect to θ, we

find θ = 3
2X. Hence, the method of moments estimator of the parameter θ is θ̂MM = 3

2X.

(b) (2%) Is the estimator from (a) an unbiased estimator of the parameter θ?

As
E(θ̂MM ) =

3

2
E(X̄) =

3

2
E(Xi) =

3

2

2

3
θ = θ,

the estimator θ̂MM = 3
2X is an unbiased estimator of the parameter θ.

(c) (2%) Is the estimator from (a) a consistent estimator of the parameter θ?

As random variables X1, . . . , Xn, . . . are independent, have the same distribution, and have finite
means, we can apply the law of large numbers, according to which we have X

P→E(Xi) = 2
3θ as

n → ∞. Hence, θ̂MM = 3
2X̄

P→ 3
2
2
3θ = θ as n → ∞. The last condition means that the estimator

θ̂MM = 3
2X is consistent.

(d) (2%) Find the following probability limit plimn→∞ eX .

As X
P→E(Xi) = 2

3θ, and the function g(x) = ex is continuous, by Slutsky’s theorem we derive

eX
P→ e

2
3 θ.

(e) (2%) Find the estimator of the parameter θ using maximum likelihood method.
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The likelihood function of a random sample X is

L(x1, . . . , xn; θ) = fX1, ..., Xn
(x1, . . . , xn; θ) =

=
∏n

i=1
fXi(xi; θ) =

∏n

i=1

2xi
θ2

I[0; θ](xi) =
2n (

∏n
i=1 xi)

θ2n

∏n

i=1
I[0; θ](xi) =

=
2n (

∏n
i=1 xi)

θ2n

∏n

i=1
I[xi; +∞)(θ) =

2n (
∏n
i=1 xi)

θ2n
I[ max

1≤i≤n
xi; +∞)(θ).

As likelihood function L(θ) vanishes, when θ < max1≤i≤n xi, and strictly decreases, when θ ≥
max1≤i≤n xi, the point θ = max1≤i≤n xi is a maximum point of likelihood function. Hence, θ̂ML =
max
1≤i≤n

Xi.

10. X1, . . . , Xn is independent identically distributed sample from Bernoulli distribution with probability θ. Additionally,
it is known, that 1/2 ≤ θ ≤ 1.

(a) (2%) Find the method of moments estimator of the parameter θ.

E(Xi) = θ, θ̂MM = X

(b) (2%) Compute mean squared error of θ̂MM

MSE(θ̂MM ) = E((θ̂MM − θ)2) = E((X − θ)2) = Var(X) = θ(1−θ)
n (as E(X) = θ).

(c) (4%) Find maximum likelihood estimator of parameter θ

Likelihood function L =
∏n
i=1 θ

xi(1− θ)1−xi is maximized by θ that satisfied inequality 1/2 ≤ θ ≤ 1.
It can be easily shown that when X > 1/2, it is the maximum likelihood estimator of θ.
When X < 1/2, likelihood function is decreasing for θ > X as the first derivative of log likelihood
function is

∑
x−nθ

θ(1−θ) and it is negative when θ > X. Hence, likelihood reaches its maximum at θ = 1/2.

So, θ̂ML = max(1/2, X)

(d) (2%) Compute mean squared error of θ̂ML at θ = 1

With θ = 1, Xi = 1 with probability 1. Hence, X = 1, θ̂ML = 1 and MSE(θ̂ML) = E((1− 1)2) = 0.

Good luck!


