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HanpaBneHne: «q)yHIlaMeHTaJILHaH H NPpUKJIAAHAA JHHIBHCTHKA)

Ipopuian: «KKoMmnbrTepHast THHTBUCTHKA» KOJ - 310

Bpemsi BoinosiHeHus 3axanusi — 180 MuH., A3bIK - pyCCKHUIi.
MakcumajibHoe Ko1udecTBo 6awioB — 100.

I. OBLIASA YACTDb

IIpourute oTpriBOK cTaThl «Five Things That Scare Me About AI» (Rachel Thomas)
(https://www.fast.ai/2019/01/29/five-scary-things).
CocTaBbTe KpaTKOe pe3loMe 3TOr0 OTPBIBKA Ha PYCCKOM si3bIKe (00beMOM B OJIMH ab3all, HO He OoJee
1000 3HaKOB).
a) KakoB ocHOBHO# Te3uc?
0) Kakue apryMeHThI 3a WM IPOTUB BBIBUTAEMOTI'0 T€3UCa MPUBOAUT aBTOP?
B) Brickaxkxure Bamm coOCTBEHHbIE COOOpa)keHHUs IO MpoOieMaM, 3aTPOHYTHIM B OTPBIBKE, U UX

peueHusaM.
r) Kakue ciocoOb1 npumenenus Al s aBromatnyeckoil 00pabOTKU TEKCTa Bbl MOXKETE HAa3BaTh?

«Al is being increasingly used to make important decisions. Many Al experts (including Jeff
Dean, head of Al at Google, and Andrew Ng, founder of Coursera and deeplearning.ai) say that
warnings about sentient robots are overblown, but other harms are not getting enough attention. |
agree. I am an Al researcher, and I'm worried about some of the societal impacts that we 're already
seeing. In particular, these things scare me about Al:

1. Algorithms are often implemented without ways to address mistakes.

2. Al makes it easier to not feel responsible.

3. Al encodes & magnifies bias.

1. Algorithms are often implemented without ways to address mistakes.

After the state of Arkansas implemented software to determine people’s healthcare benefits,
many people saw a drastic reduction in the amount of care they received, but were given no
explanation and no way to appeal. Tammy Dobbs, a woman with cerebral palsy who needs an aid to
help her to get out of bed, to go to the bathroom, to get food, and more, had her hours of help suddenly
reduced by 20 hours a week, transforming her life for the worse. Eventually, a lengthy court case
uncovered errors in the software implementation, and Tammy’s hours were restored (along with those
of many others who were impacted by the errors).

Observations of 5th grade teacher Sarah Wysocki’s classroom yielded positive reviews. Her
assistant principal wrote, “It is a pleasure to visit a classroom in which the elements of sound
teaching, motivated students and a positive learning environment are so effectively combined.” Two
months later, she was fired by an opaque algorithm, along with over 200 other teachers. The head of
the PTA and a parent of one of Wyscoki’s students described her as “One of the best teachers I'’ve
ever come in contact with. Every time | saw her, she was attentive to the children, went over their
schoolwork, she took time with them and made sure.” That people are losing needed healthcare
without an explanation or being fired without explanation is truly dystopian!
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2. Al makes it easier to not feel responsible.

Unfortunately, complex systems lend themselves to a dynamic in which nobody feels
responsible for the outcome.

An example of nobody feeling responsible comes from the case of research to classify gang
crime. A database of gang members assembled by the Los Angeles Police Department (and 3 other
California law enforcement agencies) was found to have 42 babies who were under the age of 1 when
added to the gang database (28 were said to have admitted to being gang members). Keep in mind
these are just some of the most obvious errors- we don’t know how many other people were falsely
included. When researchers presented work on using machine learning on this data to classify gang
crimes, an audience member asked about ethical concerns. “I’'m just an engineer,” responded one of
the authors.

1 don’’t bring this up for the primary purpose of pointing fingers or casting blame. However, a
world of complex systems in which nobody feels responsible for the outcomes (which can include
severely disabled people losing access to the healthcare they need, or innocent people being labeled
as gang members) is not a pleasant place. Our work is almost always a small piece of a larger whole,
yet a sense of responsibility is necessary to try to address and prevent negative outcomes.

3. Al encodes & magnifies bias.

Bias is being encoded and even magnified in a variety of applications:

* software used to decide prison sentences that has twice as high a false positive rate for Black
defendents as for white defendents

* computer vision software from Amazon, Microsoft, and IBM performs significantly worse on
people of color

* Word embeddings, which are a building block for language tools like Gmail’s SmartReply
and Google Translate, generate useful analogies such as Rome:Italy :: Madrid:Spain, as well as
biased analogies such as man:computer programmer :: woman: homemaker.

* Machine learning used in recruiting software developed at Amazon penalized applicants
who attended all-women’s colleges, as well as any resumes that contained the word “women’s.”

* Qver 2/3 of the images in ImageNet, the most studied image data set in the world, are from
the Western world (USA, England, Spain, Italy, Australia).

Since a Cambrian explosion of machine learning products is occuring, the biases that are
calcified now and in the next few years may have a disproportionately huge impact for ages to come
(and will be much harder to undo decades from now).

Il. CIEHUAJIBHASA YACTb

3ananme 2. Pemnre 3a1a4y.

B knure 112 crpanun. Yro nHanucano Ha nepBbix 100 m3 Hux — HemsBectHo. Ha 101-i
HanMcaHo: «Ha Bcex mpeaplayluX CTpaHMIAX HAMCAaHO OJIHO JIOKHOE YTBEpXkAeHUe» (U Ooblie
Hudero). Ha 102-if nanmcano: «Ha Bcex mnpeaplAylIMX CTpaHUIAX HAMMCaHbl JBA JIOKHBIX
yTBEep)KIeHUs» (M Oojbllle HUYEro) W Tak jganee, Ha 112-if Hammcano: «Ha Bcex mpeapLaymmx
CTpaHMLAX HAIMUCAHO 12 JIOKHBIX yTBEpKACHUI». Cpeln yTBEPKICHNUN, HATMCAHHBIX HA TIOCIEIHUX
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12 ctpanumax, ectb X0t Obl 0JHO MCTUHHOE. CKOJBKO BCErO JIOXKHBIX YTBEPXKACHUN B KHHUTE
(BKuItOouast nepsble cTo cTpanul)? Jlokaxure.

3aganue 3
IIpensoxure 000CHOBaAaHHOE pellIEeHHE.

Bbl x0oTHTE MOCTPOUTH YaT-00T, KOTOPBIA MOT OBl MOJAEPKUBATH TPOCTON OBITOBOM A0

(HampuMep, OTBeYaTh Ha BONIPOCHI “Kakue KHUTU Tebe HpaBsATCs?”, “Kak HacTpoeHue?”, “dTo ceroIHs
nenan?”’). BHe 3aBUCMMOCTH OT TOro, Oyner 4aT-O00T OCHOBaH Ha IpaBMUJaX WIM Ha MAlIMHHOM
o0ydeHuHu, BaM MOHano0uTcs 0a3a BompocoB M oTBeTOB. [lomymaiiTe Hajx pasHbIMU CUEHApUSIMHU
peanu3alyy IporpaMMbl U OTBETHTE Ha CIIEAYIOIIUE BOIIPOCHIL:

A)

B)
C)

D)
E)

G)

B kaxoii (opmMe MOXHO MpEnCTaBUTh BOIMPOCHI U OTBETHI JUIS peain3allii, OCHOBAHHOW Ha

IpaBUIaX, 4YTO HYXHO OyAeT BKIIOYMTH B cjoBapb? ONUIINTE W/MIM HPEACTaBbTE
cxemarnyHo. [lpuBeaure npumep enuHuULbl ciaoBapsa. ONUIIUTE METOJ, KOTOPBIM MOXHO
IIOJIyYUThb TAKUE CIUHULIBI.

Kakoro poja npaBuia MOryT HOHaJOOUTHCS AJIs IOCTPOEHUS quanora?

Kak Oyzmer yctpoena 6a3za BOIPOCOB M OTBETOB ISl peajH3al[Md MAIIMHHOTO OO0y4YeHHs?
Onumure WwWIM  mpeacraBbre  cxematuyHo. Ommmmre  KakoW-HUOYyAb — CIIOCO0
cOopa/renepanun/pacmuperuss obyyaroniero kopryca (oTkyna Oepercs, o0beM, Apyrue
apaMmeTphl).

Ha ocHoBe uero Oyzmer moadoupaTbcs MOAXOJAIIMN OTBET Ha BOIPOC MOJIB30BATENS, MPH
peau3alyy Ha MalllMHHOM O0Y4YEeHHH.

Kakue mnpeumyiiectBa M HEIOCTaTKH C TOYKM 3PEHUS pe3ylbTrata U OCOOEHHOCTEH
peau3aluu ecTh y KaKJA0ro U3 MnoaxoaoB?

Kaxk ObI BBI cTanu oleHUBaTh KauyecTBO paboThl moiy4yuBIierocs yar-6ota? Kakoit mornia Obr
ObITh cuctema pelTuHroB (wmrpados, 6amioB u T.11.)? [lpennoxure cucremy (cxemy)
OLIEHUBAHMUSL.
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